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Abstract

The Brout-Englert-Higgs mechanism provides a way for particles in the Standard Mod-
el to acquire mass. Specifically for fermions, Yukawa interactions with the Higgs bo-
son are introduced to create the mass terms after spontaneous symmetry breaking.
This thesis describes the measurement of the Higgs boson production cross section
with the 𝐻 → 𝜏𝜏 decay channel with the ATLAS detector. The analysis uses events
from proton–proton collisions at a center-of-mass energy of √𝑠 = 13 TeV. The analysis
is performed on the full Run 2 dataset corresponding to an integrated luminosity of
139 fb−1. Cross section measurements are presented for the total cross section, for the
gluon fusion and vector boson fusion production modes, for Higgs boson production
in association with a vector boson or a pair of top quarks, and for nine fiducial regions
of phase space in the Simplified Template Cross Section framework. The precision of
the analysis is enhanced using Boosted Decision Trees. As an alternative, a deep mul-
ticlass neural network is trained, optimized, and evaluated. The multiclass approach
achieves an approximately 8 % reduction in the uncertainty of the vector boson fusion
cross section measurement. The measured product of total cross section and branch-
ing ratio is 0.93+0.13

−0.12 times the Standard Model expectation. A partially unblinded fit is
used to validate the fit model and the assumptions on correlations between parameters
in the fit.

The results of the 𝐻 → 𝜏𝜏 analysis are combined with the results from other Higgs
boson channels. The combination is interpreted with global coupling parameters in
the 𝜅-framework. Several models have been evaluated with resolved or effective loop-
induced couplings, and assumptions on contributions from beyond the Standard Mod-
el to the total Higgs boson decay widths. The improvements in the 𝐻 → 𝜏𝜏 analysis
compared to previous iterations are directly reflected in a reduction of the uncertainties
on the coupling modifiers. All observed couplings are in agreement with the Standard
Model.
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Zusammenfassung

Der Brout-Englert-Higgs-Mechanismus bietet den Teilchen im Standardmodell eine
Möglichkeit Masse zu erhalten. Im Speziellen für Fermionen werden Yukawa-Kopp-
lungen eingeführt, so dass nach der spontanen Symmetriebrechung Massenterme ent-
stehen. Diese Dissertation beschreibt die Messung des Higgs-Boson-Produktionswirk-
ungsquerschnitts im 𝐻 → 𝜏𝜏 Zerfallskanal mit dem ATLAS-Detektor. Die Analyse
verwendet Ereignisse von Proton–Proton-Kollisionen mit einer Schwerpunktsenergie
von √𝑠 = 13 TeV. Die Analyse ist auf dem vollen Datensatz der zweiten Datennahmen-
periode des Large Hadron Colliders (Run 2) durchgeführt. Der Datensatz entspricht
einer integrierten Luminosität von 139 fb−1. Ergebnisse für den totalen Wirkungsquer-
schnitt, für die Higgs-Boson-Produktionskanäle Gluon-Fusion and Vektorboson-Fu-
sion, für Higgs-Boson-Produktion in Assoziation mit einem Vektorboson oder einem
Paar Top-Quarks, und für neun fiduzielle Phasenraumregionen im Simplifed-Template-
Cross-Section-Framework werden präsentiert. Die Präzision der Analyse wird mit Hil-
fe von Boosted Decision Trees erhöht. Als Alternative wird ein tiefes, mehrklassen
neuronales Netzwerk trainiert, optimiert und ausgewertet. Der Mehrklassenansatz er-
reicht eine Reduzierung der Unsicherheiten des Vektorboson-Fusion-Wirkungsquer-
schnitts um etwa 8 %. Das gemessene Produkt aus Wirkungsquerschnitt und Verzwei-
gungsverhältnis ist 0.93+0.13

−0.12 der Vorhersage des Standardmodells. Ein nur teilweise
blinder Fit wird verwendet, um das Fit-Modell und Annahmen zu Korrelationen zwi-
schen Fit-Parametern zu überprüfen.

Die Ergebnisse der 𝐻 → 𝜏𝜏 Analyse werden mit den Ergebnissen anderer Higgs-
Boson-Kanälen kombiniert. Die Kombination wird mit globalen Kopplungsparame-
tern im 𝜅-Framework interpretiert. Verschiedene Modelle mit aufgelösten oder effek-
tiven schleifeninduzierten Kopplungen, und mit Annahmen zu Beiträgen jenseits des
Standardmodells zur totalen Higgs-Boson-Zerfallsbreite wurden untersucht. Die Stei-
gerung der Sensitivität der 𝐻 → 𝜏𝜏 Analyse im Vergleich zu vorherigen Iterationen
spiegelt sich direkt in einer Reduktion der Unsicherheiten der Kopplungsparameter
wieder. Alle beobachteten Kopplungen stimmen mit dem Standardmodell überein.
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The spacetime metric diag(1, −1, −1, −1) is used. The conjugate transpose of 𝜙 is de-
noted as 𝜙† = (𝜓∗)𝑇 . The adjoint spinor of 𝜓 is denoted as ̄𝜓 = 𝜓†𝛾0, where 𝛾𝑖 are the
Gamma matrices. Multi-dimensional vectors except 4-vectors are written in boldface
(e.g., 𝑬miss

T ). The non-bold version of a vectorial quantity without an index refers to its
absolute value (e.g., 𝐸miss

T ).
The natural logarithm of 𝑥 is denoted by log(𝑥). The notation 𝑂(𝑥) is used to express

that a quantity has the same order of magnitude as 𝑥. For uncertainty treatments,
𝑎 ⊕ 𝑏 denotes the addition in quadrature √𝑎2 + 𝑏2 assuming statistically independent
uncertainties.

Frequently, equations and quantities are expressed in natural units such that veloc-
ities are measured as fractions of the speed of light (𝑐 = 1) and angular momenta as
multiples of Planck’s constant (ℏ = 1). However, for example, dimensions of detector
components are expressed in SI units. Following the guidelines set in Reference [1],
products of two values use the multiplication sign (e.g., 2 × 3). Axis labels or table
headers show the quantity divided by its unit (e.g., 𝑚/GeV) unless a figure from an
ATLAS publication is used that uses a different convention.
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CHAPTER 1

Introduction

L’essentiel est invisible pour les yeux.
— Antoine de Saint-Exupéry, Le Petit Prince, 1943

The discovery of a scalar boson in 2012 by the ATLAS and CMS collaborations at the
Large Hadron Collider at CERN was a critical milestone for particle physics [2, 3]. The
initial data showed that the new boson is consistent with the long-sought for Higgs
boson. The underlaying mechanism was introduced by Brout, Englert, Higgs, and
others in 1964 [4–6] to provide a gauge-invariant way to include mass terms for the
heavy gauge bosons in the Lagrangian of the Standard Model of particle physics. The
same field can be used to provide mass terms also for the fermions. The Higgs boson
was the last particle required by the Standard Model that scientists had not been able
to observe.

The Large Hadron Collider is not the first collider where scientists have looked for
the Higgs boson. Although the model is only complete with the Higgs boson and has
various inconsistencies without it, the mass of the Higgs boson is a free parameter of
the theory that needs to be determined by experiment. Previous experiments have
placed limits on the possible mass range where the boson could hide. Experiments
have looked for signatures of a boson in the low-mass range up to 114 GeV and placed
lower limits on the mass of the Higgs boson. Theoretical considerations showed that
the upper limit of the mass should be around 1 TeV, favoring a light Higgs boson. If
it turned out that there is no Higgs boson in that mass range accessible at the Large
Hadron Collider, deviations had to become apparent in vector boson scattering, po-
tentially leading the way to a different Standard Model. With the measurement of the
Higgs boson mass of around 125 GeV, one of the last free parameters of the Standard
Model had been determined, opening the window to a new area of particle physics.

In the Standard Model, the Higgs field is used to generate mass terms for the heavy
gauge bosons. We can use the same field and introduce an ad hoc coupling between
the Higgs field and the fermions. After spontaneous symmetry breaking, we are left
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1. Introduction

with an interaction between fermions and the Higgs field, and a mass term for the
fermions. Coincidentally, the coupling strength is proportional to the particle’s mass.
This property of the Standard Model, as well as its experimental confirmation by the
ATLAS Collaboration, is illustrated in Figure 1.1. The coupling structure is assumed to
apply to all massive particles in the Standard Model. Measuring the coupling strengths
for different particles with known masses allows testing this construction experimen-
tally. Testing this relationship is central to this thesis, firstly through measuring the
Higgs boson production cross section in processes where the Higgs boson decays to
tau leptons, and secondly through the combination of measurements in various differ-
ent production and decay channels to extract global coupling parameters of the Higgs
boson to massive particles in the Standard Model.

The decay to tau leptons is an interesting channel since tau leptons are the heaviest
known leptons and one can expect a relatively large decay rate of the Higgs boson to
a pair of tau leptons. Specifically, this measurement gives important insight into the
lepton Yukawa sector.

The thesis is structured as follows. Chapter 2 introduces the theoretical foundation
of the Standard Model and the Brout-Englert-Higgs mechanism, physics at hadron
colliders, and machine-learning techniques. The Large Hadron Collider, the ATLAS
detector, and particle reconstruction methods are described in Chapter 3. Chapter 4
presents an optimization study to increase the tracking performance of the SemiCon-
ductor Tracker with respect to the treatment of detector noise. The decay of the Higgs
boson to a pair of tau leptons is studied in Chapter 5. The chapter shows how machine
learning can be applied in the measurement and presents a measurement of various
cross sections in the decay channel. Chapter 6 goes beyond the decay to tau leptons
and describes the combination with other Higgs boson production and decay channels
and its interpretation in the 𝜅-framework. The combination of multiple decay channels
into a single measurement has the benefit of a larger dataset to reduce statistical fluc-
tuations, constrain systematic uncertainties, and therefore measure properties of the
Higgs boson more precisely. Additionally, it is possible to measure effects that emerge
as differences between the decay channels or as coherent deviations for specific Higgs
boson production modes. The combination in the 𝜅-framework also allows placing
limits on decays beyond the Standard Model, such as limits on the branching ratio of
decays to invisible particles.

The goal of particle physics is to explore and describe the nature of matter and its
interactions. This profound task has implications for the evolution and the ultimate
fate of the universe. Although we have now observed all the particles of the Standard
Model, it cannot be the final theory of matter and its interactions. The study of particle
interactions continues. Although the Standard Model is one of the most stringently
tested theories, there are phenomena that currently cannot be explained by the Stan-
dard Model, like Dark Matter, Dark Energy, or gravity.

The discovery of the Higgs boson was just the beginning. It is now possible to test
precise predictions in the Higgs sector. A deviation of experimental data from theo-
retical predictions might lead to new physics. The physicist David Griffiths wrote in
his famous textbook on particle physics, “Only when (and if) the Higgs particle is ac-
tually found will it be possible to confirm all this [the Brout-Englert-Higgs mechanism]
empirically” [7]. This time is now.
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Figure 1.1.: Illustration of the coupling strength between various particles and the
Higgs boson as a function of the particles’ masses [8]. The blue dashed line
indicates the Standard Model prediction. The bottom panel shows the de-
viation of the measurement from the Standard Model in the 𝜅-framework.
Overall the measurement is consistent with the Standard Model at 𝑝SM =
19 %. This combination includes the results of the 𝐻 → 𝜏𝜏 measurement
presented in Chapter 5. The combination in the 𝜅-framework itself is de-
tailed in Chapter 6.
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CHAPTER 2

Theory

There is no difference between Time and any of the three dimensions of Space except
that our consciousness moves along it.

— H. G. Wells, The Time machine, 1895

The analyses presented in this thesis measure properties of the Standard Model of par-
ticle physics (SM) and, at the same time, test the validity of the SM. The SM is formu-
lated as a quantum field theory. This chapter introduces the SM, its relevant theoretical
background, and phenomenology of proton–proton collisions. This introduction can
only be an overview. The chapter is based on References [7, 9–13]. References to more
detailed resources are given in the respective sections.

2.1. Fundamental particle physics

Particle physics aims to describe fundamental building blocks of matter and their in-
teractions at a microscopic level. At first glance, this task is similar to Mendeleev’s
periodic table that arranges the building blocks of matter at the level of atoms. The
structure of the periodic table indicates that the atom is not a fundamental atomic parti-
cle but is instead built from smaller constituents. The Rutherford experiment delivered
the experimental evidence: atoms are built from electrons and a nucleus later found
to consist of protons and neutrons. Deep inelastic scattering showed that even protons
and neutrons are not elementary particles. Today’s SM lists quarks and leptons as the
fundamental, point-like building blocks of matter, vector bosons as mediators of fun-
damental forces, and the Higgs boson as a way through which particles acquire their
mass. The following sections introduce the mathematical framework to describe par-
ticles and their interactions as fields and introduce the SM with its crucial component:
the Higgs boson and the Brout-Englert-Higgs mechanism.
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2. Theory

2.1.1. Elementary particles
The matter around us is composed of atoms which in turn are built from electrons (𝑒−)
and up (𝑢) and down (𝑑) quarks. The SM arranges fundamental matter particles in
generations and groups them into leptons and quarks. The electron together with the
electron neutrino form the first generation of leptons. The aforementioned up and
down quarks form the first generation of quarks. For leptons and quarks, the first
generation is accompanied by a second and third generation. The particles in these
generations have the same properties as their sibling particles in the first generation
except that they are heavier1. The massive particles in the second and third generations
are unstable and eventually decay to particles of the first generation. First-generation
particles are stable. The heavier siblings of the up quark are the charm (𝑐) and the
top (𝑡) quark. The heavier siblings of the down quark are the strange (𝑠) and bottom (𝑏)
quark. The heavier siblings of the electron are the muon (𝜇) and the tau lepton (𝜏). In
each generation, the massive lepton is accompanied by a neutrino (𝜈) that we assume
to be massless. Experimental evidence shows that neutrinos have a small mass, but to
simplify the presentation, we postpone the issue of neutrino masses until Section 2.3.4.
The quarks and leptons are aptly summarized as generations:

Quarks ⎛⎜⎜
⎝

𝑢
𝑑
⎞⎟⎟
⎠

⎛⎜⎜
⎝

𝑐
𝑠
⎞⎟⎟
⎠

⎛⎜⎜
⎝

𝑡
𝑏
⎞⎟⎟
⎠

Leptons ⎛⎜⎜
⎝

𝜈𝑒
𝑒−

⎞⎟⎟
⎠

⎛⎜⎜
⎝

𝜈𝜇
𝜇−

⎞⎟⎟
⎠

⎛⎜⎜
⎝

𝜈𝜏
𝜏−

⎞⎟⎟
⎠

The fact that each particle is accompanied by an anti-particle with the same mass but
opposite charge doubles the number of particles in the SM.2

The matter particles have an internal angular momentum, the spin, of 1
2ℏ. All half-

integer spin particles are referred to as fermions. The SM includes the group of spin-1
particles termed gauge bosons or vector bosons. The exchange of a vector boson describes
an interaction between particles. Of the four fundamental forces, the electromagnetic
force, the weak force, and the strong force are described in the SM. Only gravity is not
included in the SM. The effects of gravitational attraction are too small, by many orders
of magnitude, to have a measurable effect on particle interactions. On the other hand,
it is difficult to built a consistent theory including gravity. The kinematic properties
of SM interactions depend on the mass of particles. A force acting on two particles is
modeled as the exchange of gauge bosons between the two participating particles. The
electromagnetic force is characterised by the exchange of photons, the strong force is
mediated by gluons, and the weak force is mediated the by 𝑊± and 𝑍 bosons. Glu-
ons come in eight different kinds. The vector bosons and their mediated forces are
summarized in Table 2.1.

For each force, we assign a corresponding charge. The charge of the electromagnetic
force is the electric charge 𝑄. Only electromagnetically charged particles, particles with
𝑄 ≠ 0, participate in the electromagnetic interaction. The neutrinos 𝜈, for example, do

1Neutrinos take a special role since their masses are not yet experimentally determined.
2Again, neutrinos, electrically neutral, represent a special case concerning their anti-particles. Depend-

ing on the nature of neutrinos, they could be their own anti-particle.
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2.1. Fundamental particle physics

Table 2.1.: Overview of vector bosons, their mass, the force they mediate and the cor-
responding charge. Masses for the weak gauge bosons are given according
to Reference [14]. Isospin and hypercharge refer to weak isospin and weak
hypercharge.

Vector boson Mass / GeV Mediated force Coupled charge
Gluon 𝑔 0 Strong force Color charge
Photon 𝛾 0 Electromagnetic force Electric charge
𝑊± 80.379 ± 0.012 Weak force Isospin
𝑍 91.1876± 0.0021 Weak force Isospin and hypercharge

not carry an electric charge. Therefore they do not interact electromagnetically and do
neither emit nor absorb photons. The fundamental electromagnetic interactions are
described by Quantum Electrodynamics (QED).

For the strong force, instead of having positive or negative charges, we assign three
different colors: red, green, and blue. The color charge should not be confused with the
actual optical color of particles. The model of color charge builds upon our intuition
of additive color mixing. For example, if we combine one unit of red, green, and blue,
we end up with a colorless (or white) combination. An essential feature of the color
charge model is that we only observe colorless combinations. Quarks carry one unit of
color charge (red, green, or blue), while anti-quarks carry one unit of anti-color charge
(anti-red, anti-green, or anti-blue). Unlike the electrically neutral photon, the gluon,
the mediator of the strong force, carries one unit of color and one unit of anti-color.
Following group theoretical considerations, the nine possible color combinations of
the gluon split into an octet of colored states and a colorless singlet. Experimental data
show that only the octet is realized in nature. Since gluons carry color charge, gluons
can couple to each other leading to a drastically different structure of the interaction
compared to electromagnetism. The interactions with color charge are described by
Quantum Chromodynamics (QCD).

Quarks, charged leptons, and neutrinos participate in the weak force. The charges
for the weak force originate from the weak hypercharge and the weak isospin. How-
ever, these charges mix with the electromagnetic charge, and the discussion of elec-
troweak unification is postponed until Section 2.1.2.

The final ingredient in the SM is the Higgs boson, a scalar particle, i.e., a spin-0
particle. The Higgs boson is the most recently discovered particle of the SM, with its
experimental observation in 2012 [2, 3]. Its theoretical foundation is attributed to An-
derson [15], Englert, Brout [4], Higgs [5, 6, 16], Guralnik, Hagen, and Kibble [17, 18],
and was first published in 1963. The role of the Higgs boson in the SM is to provide a
mechanism through which particles in the SM can acquire mass. A priori, it is impossi-
ble to construct a useful and mathematically consistent (that is renormalizable) theory
with massive particles. The Brout-Englert-Higgs mechanism avoids these issues. Ini-
tially, we take all particles to be massless. The interaction of particles with the Higgs
field allows these particles to acquire mass by modifying the free propagation of the
particle through space. The truly massless particles of the SM, the photon, the gluons,
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2. Theory

and the neutrinos, do not interact directly with the Higgs field.

2.1.2. Quantum field theory
The SM is formulated as a Quantum Field Theory (QFT). A field maps every point in
spacetime to a number or a vector. For example, a temperature field yields the temper-
ature for every point in spacetime. The fields in the SM span the whole universe. The
SM contains a collection of different fields; for example, there is a field for up quarks,
for electrons, and for the Higgs boson. Excitations in the fields can be seen as particles.
The dynamics are fully captured by the Lagrange density ℒ , which compiles all fields
into a single model. The fields need to obey a set of conditions. On a fundamental
level, the fields need to be Lorentz invariant. Formally, we require the Lagrange den-
sity to be invariant under Lorentz boosts. Let us consider the Lagrange density of the
fermion field 𝜓

ℒ = 𝑖 ̄𝜓𝛾𝜇𝜕𝜇𝜓 (2.1)

where 𝛾𝜇 refers to the Gamma matrices. The dynamics of the model can be derived
from the Lagrange density with the Euler-Lagrange equation. Applying the Euler-
Lagrange equation yields the Klein-Gordon equation in the case of a scalar field, the
Proca equation in the case of a vector field, and the Dirac equation in the case of a
fermion field. The Lagrangian of Equation (2.1) describes massless, free (i.e. non-
interacting) fermions.

A specific set of symmetries characterizes the SM. Particles are characterized by their
properties under transformation of discrete symmetries, like charge conjugation 𝐶 or
parity conjugation 𝑃. At this point, we can introduce transformations 𝑈(𝛼) of the fields
as elements of a continuous symmetry group and require the equations of motion to
be invariant. The invariance is trivially satisfied if the Lagrangian is invariant under
these transformations, however, strictly speaking, this is not a mandatory condition.
A similar step is known in classical electrodynamics as gauge invariance. In classical
electrodynamics, we require invariance under global transformations. That means we
apply the same transformation at every point in space-time. However, in the SM, we
require local gauge invariance, i.e., 𝛼 = 𝛼(𝑥). The local gauge invariance under

𝜓 → 𝜓′ = 𝑈(𝛼(𝑥))𝜓 (2.2)

is introduced ad hoc and could be taken as a new principle of physics. This principle
offers many advantages. What concerns the Brout-Englert-Higgs mechanism, we will
see that local gauge invariance is also employed after spontaneous symmetry breaking.

In the SM, we require that the Lagrangian or the equations of motion are invariant
under the product symmetry 𝑆𝑈(3)𝑐 ⊗𝑆𝑈(2)𝐿 ⊗𝑈(1)𝑌 of special unitary groups (𝑆𝑈)
and the unitary group (𝑈). The Lagrangian of Equation (2.1) is not invariant under local
gauge transformations. We can restore the invariance under a local symmetry trans-
formation 𝑈(𝜶) = exp (𝑖 ∑𝑎 𝛼𝑎𝑇𝑎) with generators 𝑇𝑎 by introducing additional vector
fields 𝐺𝑎 so that the new covariant derivative 𝒟𝜓 of the fields transform covariantly,

𝒟𝜓 → 𝑈(𝛼𝑎(𝑥))𝒟𝜓 (2.3)
with 𝒟𝜇 = 𝜕𝜇 + ∑

𝑎
𝑖𝑔𝑇𝑎𝐺𝑎

𝜇 (2.4)
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2.1. Fundamental particle physics

which means the derivative transforms like the fields 𝜓. With this construction, the
additional vector fields 𝐺𝑎 transform as

𝐺𝑎
𝜇 → 𝐺𝑎

𝜇 − 1
𝑔𝜕𝜇𝛼𝑎 − ∑

𝑏,𝑐
𝑓𝑎𝑏𝑐𝛼𝑏𝐺𝑐

𝜇. (2.5)

The parameters 𝑓𝑎𝑏𝑐 are the structure constants of the symmetry group and fully specify
the local3 structure of the group. They are related to the generators of the symmetry
group by [𝑇𝑎, 𝑇𝑏] = 𝑖 ∑𝑐 𝑓𝑎𝑏𝑐𝑇𝑐. Remarkably, this procedure is possible for abelian
groups, such as 𝑈(1), for which the structure constants 𝑓𝑎𝑏𝑐 vanish, and for non-abelian
groups, such as 𝑆𝑈(2) and 𝑆𝑈(3). When we write out all the terms, we see that the
introduction of the covariant derivative added interaction terms between the fermion
fields and the vector fields. Connecting this to the structure of the SM, we see that the
vector fields 𝐺𝑎 describe the vector bosons that mediate the forces.

The initial Lagrangian and the derived equations of motion were not invariant un-
der local gauge transformations, but by carefully adding the interaction terms we can
restore the invariance. In a way, the vector fields are required to “reconcile” [9] the
local transformation or phase 𝛼 of the fermion fields.

So far, we have used the local gauge invariance as a tool to add interaction terms to
the Lagrangian. In 1971, ’t Hooft showed that imposing local gauge invariance yields
renormalizable theories [19]. In renormalizable theories, but also in non-renormaliz-
able theories, we need experimental input to renormalize (i.e., cancel) divergent terms.
In the SM, renormalization leads to a redefinition of the electron charge and the de-
pendence of the coupling constants on the energy scale. The charge itself remains an
experimental parameter. In non-renormalizable theories, an infinite amount of exper-
imental input would be required, with new divergences appearing at each order in
perturbation theory. The description of renormalization is beyond the scope of this
introduction and the reader is referred to References [12, 13].

The symmetries of the SM and its structure constants define the structure of the
possible interactions. The 𝑆𝑈(3)𝑐 group acts on the color states of the quark. We use
the irreducible representation of 𝑆𝑈(3)𝑐 generated by the Gell-Mann matrices 𝜆𝑖 with
𝑖 = 1, 2, … 8. The requirement of local invariance under 𝑆𝑈(3)𝑐 leads to the addition
of eight gluon fields. The gluon octet is directly related to the eight generators of the
irreducible representation.

With the Glashow-Salam-Weinberg model, the electromagnetic and weak forces are
regarded as two manifestations of the same force characterized by the product symme-
try group 𝑆𝑈(2)𝐿⊗𝑈(1)𝑌. The indices refer to left chirality (or handedness) eigenstates
of weak isospin and weak hypercharge 𝑌, respectively, and do not coincide directly
with the electromagnetic and the weak forces’ generators but mix to create these two
forces. The weak isospin and weak hypercharge of fermions is listed in Table 2.2. Left
chirality states form a doublet 𝜒𝐿, e.g., (𝜈 𝑒)𝑇

𝐿 for first-generation leptons, that is affected
by 𝑆𝑈(2)𝐿 transformations. By construction, the right-handed singlet state is not af-
fected by this symmetry. On the other hand, all fermions acquire a phase under 𝑈(1)𝑌
transformations. Imposing invariance under local 𝑆𝑈(2)𝐿 ⊗ 𝑈(1)𝑌 transformations

3Local in this context refers to a small region in the Lie algebra of the group and not the gauge transfor-
mation.
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2. Theory

Table 2.2.: Summary of fermions and their electroweak charges. For neutrinos 𝜈, the
subscript 𝐿 has been omitted. Isospin and hypercharge refer to weak isospin
and weak hypercharge. It should be noted that left and right-handed chiral-
ity states are not distinct particles since chirality is not conserved for massive
particles.

Particles Electrial charge 𝑄 Isospin 𝐼 Isospin 𝐼3 Hypercharge 𝑌
𝜈𝑒, 𝜈𝜇, 𝜈𝜏 0 1

2
1
2 −1

𝑒−
𝐿 , 𝜇−

𝐿 , 𝜏−
𝐿 −1 1

2 −1
2 −1

𝑒−
𝑅, 𝜇−

𝑅, 𝜏−
𝑅 −1 0 0 −2

𝑢𝐿, 𝑐𝐿, 𝑡𝐿
2
3

1
2

1
2

1
3

𝑑𝐿, 𝑠𝐿, 𝑏𝐿 −1
3

1
2 −1

2
1
3

𝑢𝑅, 𝑐𝑅, 𝑡𝑅
2
3 0 0 4

3
𝑑𝑅, 𝑠𝑅, 𝑏𝑅 −1

3 0 0 −2
3

forces us to add the triplet vector boson 𝑊𝑖 and the singlet 𝐵 boson. The additional
term in the Lagrangian

ℒweak = − 𝑖
2

⎡⎢
⎣
𝑔 ∑

𝑖
( ̄𝜒𝐿𝛾𝜇𝜎𝑖𝜒𝐿)𝑊𝜇

𝑖 + 𝑔′( ̄𝜓𝛾𝜇𝑌𝜓)𝐵𝜇⎤⎥
⎦

(2.6)

describes the interaction of the additional bosons and the fermions where 𝜎𝑖 are the
Pauli matrices and 𝑌 is the hypercharge operator. The hypercharge is related to the
electrical charge 𝑄 and the weak isospin 𝐼3 via the Gell-Mann–Nishijima formula

𝑌 = 2𝑄 − 2𝐼3. (2.7)

The fields 𝑊𝑖 and 𝐵 are not the fields of physical particles described in the SM. The
first two components form the 𝑊± = 1

√2
(𝑊1 ∓ 𝑖𝑊2) bosons. The remaining fields 𝑊3

𝜇

and 𝐵𝜇 mix and yield the photon field 𝐴𝜇 and the neutral weak bosons field 𝑍𝜇:

𝐴𝜇 = +𝐵𝜇 cos 𝜃𝑤 + 𝑊3
𝜇 sin 𝜃𝑤 (2.8)

𝑍𝜇 = −𝐵𝜇 sin 𝜃𝑤 + 𝑊3
𝜇 cos 𝜃𝑤. (2.9)

The weak mixing angle 𝜃𝑤 relates the coupling constants tan 𝜃𝑤 = 𝑔′

𝑔 .

2.1.3. The Brout-Englert-Higgs mechanism

So far, we have added interaction terms to the free Lagrangian of Equation (2.1). From
experiments, we know that the 𝑊± and 𝑍 bosons are heavy particles with masses of
𝑚𝑊 ≈ 80.4 GeV and 𝑚𝑍 ≈ 91.2 GeV, respectively, and quarks, electrons, muons, and
tau leptons are also not massless. However, gauge invariance prevents us from adding
mass terms for the fermions and the vector bosons. For example, a mass term for the
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Figure 2.1.: Visualization of the Higgs potential 𝑉(𝜙) for a single real component
𝜙1 (a), and for two real components 𝜙1 and 𝜙3 of the Higgs field with a
cut-out wedge for illustration purposes (b). All other components are as-
sumed to vanish. The figures show the interesting case of 𝜇2 < 0 with
the minimum of the potential at 𝜙1 = 𝑣. The 𝑥-axis is normalized to the
vacuum expectation value 𝑣.

tau lepton involves the right-handed singlet 𝜓𝑅 and left-handed doublet 𝜓𝐿, which
breaks invariance under (global 𝛼 or local 𝛼 = 𝛼(𝑥)) 𝑆𝑈(2)𝑌 transformations 𝑈(𝛼):

−𝑚𝜏 ̄𝜓𝜓 = −𝑚𝜏 ( ̄𝜓𝑅𝜓𝐿 + ̄𝜓𝐿𝜓𝑅) → −𝑚𝜏 ( ̄𝜓𝑅𝑈(𝛼)𝜓𝐿 + ̄𝜓𝐿𝑈†(𝛼)𝜓𝑅) (2.10)

The Brout-Englert-Higgs (BEH) mechanism provides a solution to this by introducing
a new 𝑆𝑈(2) doublet of complex scalar fields

𝜙 = 1
√2

⎛⎜⎜
⎝

𝜙1 + 𝑖𝜙2
𝜙3 + 𝑖𝜙4

⎞⎟⎟
⎠

(2.11)

The relevant terms in the Lagrangian for this field read

ℒ𝐻 = 1
2(𝜕𝜇𝜙)†(𝜕𝜇𝜙) − (𝜇2𝜙†𝜙 + 𝜆(𝜙†𝜙)2)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑉(𝜙)
(2.12)

where the first part is the kinetic term for a scalar field 𝜙, and the rest refers to its
potential 𝑉(𝜙) with 𝜆 > 0. In the case 𝜇2 > 0, the Lagrangian would describe a massive
scalar boson with mass 𝑚 = √2𝜇 but does not help in adding mass terms for the vector
boson fields or fermion fields. The additional terms describe self-interaction.

The interesting case arises with 𝜇2 < 0. The term does not look like a mass term due
to the wrong sign. The potential for this case is shown in Figure 2.1. The Lagrangian,
and also the potential 𝑉(𝜙), are invariant under 𝑆𝑈(2)𝐿 symmetry transformations.
The minimum of the potential does not coincide with vanishing fields 𝜙. However, the
rules of the SM are derived as perturbations around the ground state. This approach
fails if we expand around the metastable vacuum. To restore perturbation theory, we
can substitute the field 𝜙 and expand the Lagrangian around a point that minimizes
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the potential. As illustrated in Figure 2.1(b), the potential is not minimized by a single
point. There is a manifold of points with 𝜙†𝜙 = −𝜇2

2𝜆 ≡ 𝑣2 that minimizes the poten-
tial. The value of the field 𝜙 that minimizes its potential is the vacuum expectation
value 𝑣. We can choose any of these points to parameterize the new field. It is instruc-
tive to choose 𝜙 = 1

√2
(0 𝑣)T. In principle, the choice is arbitrary. With our choice, the

four new real fields are 𝜃1(𝑥), 𝜃2(𝑥), 𝜃3(𝑥) and ℎ(𝑥). This procedure is referred to as
spontaneous symmetry breaking. The field 𝜙 is related to the new fields by

𝜙 = 1
√2

⎛⎜⎜
⎝

𝜃1(𝑥) +𝑖𝜃2(𝑥)
𝑣 + ℎ(𝑥) +𝑖𝜃3(𝑥)

⎞⎟⎟
⎠

. (2.13)

Our approach of imposing local gauge invariance of the Lagrangian can finally be ex-
ploited in the BEH mechanism. Plugging Equation (2.13) into the Lagrangian (2.12)
yields two-point terms involving the fields 𝜃𝑖 that cannot be identified with any of the
expected SM interactions. The particles associated with 𝜃𝑖 are referred to as Goldstone
bosons. Since we required local gauge invariance, we can choose a gauge such that the
Goldstone bosons vanish. Therefore, without loss of generality, we can express the
field 𝜙 in terms of a single field ℎ(𝑥) and plug

𝜙 = 1
√2

⎛⎜⎜
⎝

0
𝑣 + ℎ(𝑥)

⎞⎟⎟
⎠

(2.14)

into the Lagrangian (2.12). With this choice of 𝜙, the only remaining field has weak
isospin 𝐼3 = −1

2 and hypercharge 𝑌 = 1, however is electrically neutral 𝑄 = 0. By
expanding the Lagrangian around a point that minimizes the potential, we arrive at
a state where we can use a perturbative approach again to derive the dynamics of the
model. It looks like the resulting Lagrangian is not invariant under gauge transfor-
mations anymore. However, the symmetry is still inherent in the Lagrangian. The
symmetry is said to be “hidden” [7] by expressing the Lagrangian in terms of ℎ(𝑥). We
could always reintroduce the original parameterization and restore the symmetry.

The point is to have a way to introduce mass terms for gauge bosons, which are
otherwise forbidden by gauge invariance. We can achieve this goal by adding an in-
teraction between the vector bosons and the Higgs field. As before, the interaction can
be expressed by replacing the derivative 𝜕𝜇 with the covariant derivative 𝒟𝜇 such that
the Lagrangian before breaking the symmetry reads

ℒ𝑚𝑉
=

∣∣∣∣
⎛⎜
⎝

𝜕𝜇 + 𝑖𝑔2 ∑
𝑖

𝜏𝑖𝑊𝜇,𝑖 + 𝑖𝑔
′

2 𝐵𝜇
⎞⎟
⎠

𝜙
∣∣∣∣

2

− 𝑉(𝜙) (2.15)

with |𝒟𝜇𝜙|2 as a short-hand notation for (𝒟𝜇𝜙)†(𝒟𝜇𝜙). Breaking the symmetry spon-
taneously by using Equation (2.14) and transforming 𝑊3

𝜇 and 𝐵𝜇 into their physical
basis 𝑍𝜇 and 𝐴𝜇 yields the relevant terms in the Lagrangian

ℒ ′
𝑚𝑉

= 2 ⋅ 1
8𝑣2𝑔2
⏟

1
2 𝑚2

𝑊

𝑊+
𝜇 𝑊−,𝜇 + 1

8𝑣2(𝑔2 + 𝑔′2)⏟⏟⏟⏟⏟⏟⏟
1
2 𝑚2

𝑍

𝑍𝜇𝑍𝜇 + 𝑚2
𝐴⏟

=0
𝐴𝜇𝐴𝜇 + ⋯ (2.16)
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2.2. Proton–proton collisions

We can identify the terms as the long sought-for mass terms for the vector bosons. Due
to the weak isospin and hypercharge of 𝜙, this mechanism breaks 𝑆𝑈(2)𝐿⊗𝑈(1)𝑌 sym-
metry and generates mass terms for the 𝑊 and 𝑍 bosons. Our choice of 𝜙 is electrically
neutral, thus the symmetry 𝑈(1)em generated by 𝑄 = 𝐼3 + 𝑌

2 is unbroken and the pho-
ton field 𝐴𝜇 remains massless. With this approach, also gluons are still massless. We
did not break the 𝑆𝑈(3)𝑐 symmetry. Therefore we did not generate mass terms for
the gluons. Additionally, we did break 𝑆𝑈(2)𝐿 ⊗ 𝑈(1)𝑌 in such a way that only the
𝑊± and 𝑍 bosons acquire mass, but the photon remains massless. The heavy gauge
bosons acquire a third polarization degree of freedom. These degrees of freedom orig-
inate from the Goldstone bosons. The heavy gauge bosons gain this degree of freedom
by eating the Goldstone bosons.

Besides the mass terms listed in Equation (2.16), we get interaction terms between the
vector bosons and the Higgs boson of the form 𝑉𝑉ℎ. The coupling strength associated
with this interaction is proportional to the square of the boson’s mass. Additionally,
multiplying out all terms in (2.15) produces interaction terms of the form 𝑉𝑉ℎ2 and
Higgs boson self-interaction ℎ3 and ℎ4. The latter depend on the shape of the Higgs
potential.

The proportionality between coupling and vector boson mass is a key feature of the
theory. An experimental test of this property is presented in Chapter 6.

The final missing piece is the mass term for the fermions. For this, we can use the
same Higgs field 𝜙 that we have used for the vector bosons and introduce an ad hoc
Yukawa coupling between fermions and Higgs fields [20]. For each lepton generation ℓ,
the additional terms in the Lagrangian read

ℒ𝑚ℓ
= −𝑌ℓ

⎡⎢
⎣
( ̄𝜈ℓ ℓ)𝐿𝜙ℓ𝑅 + ̄ℓ𝑅𝜙† ⎛⎜⎜

⎝

𝜈ℓ
ℓ

⎞⎟⎟
⎠𝐿

⎤⎥
⎦

(2.17)

which satisfy the imposed gauge invariance. In contrast to the non-invariant mass term
in Equation (2.10), the structure of 𝜙 has the correct transformation properties such that
the combination with 𝜓𝐿 is gauge-invariant.

Again, applying Equation (2.14) gives two additional types of terms. The terms for
the tau lepton field 𝜓𝜏 are

ℒ ′
𝑚𝜏

= −𝑌𝜏
√2

𝑣 ̄𝜓𝜏𝜓𝜏 − 𝑌𝜏
√2

̄𝜓𝜏𝜓𝜏ℎ ≡ −𝑚𝜏 ̄𝜓𝜏𝜓𝜏 − 𝑚𝜏
𝑣

̄𝜓𝜏𝜓𝜏ℎ. (2.18)

As we did in the case of the vector bosons, we can identify the first term as a mass term
for the tau lepton. The coefficient 𝑌𝜏 and thus 𝑚𝜏 is a free parameter not predicted
by the theory. The second term describes the interaction between tau leptons and a
Higgs boson. Again, the coupling strength of this interaction is proportional to the
mass of the tau lepton. For each fermion, the coupling is proportional to its mass with
the same constant of proportionality. The visualization of this relation was introduced
in Figure 1.1. The test of this prediction is subject of Chapters 5 and 6.

2.2. Proton–proton collisions
At the Large Hadron Collider (LHC) [21], protons or heavy ions such as lead (Pb) and
xenon (Xe) are accelerated in two circular counter-rotating beams. The particles reach
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2. Theory

unprecedented energies. For the studies of the Higgs boson presented in this thesis,
the collision of two proton beams are considered. The two proton beams are brought to
collision within the ATLAS detector. The energy available in the center-of-mass frame
during the interaction converts into new particles. We can detect the spray of particles
created in the collision and subsequent decays with the ATLAS detector.

Protons are not point-like, elementary particles. With the energy available at the
LHC, we can resolve the substructure of the proton, and observe the scattering of point-
like, elementary constituents of the proton, the partons: gluons, valance quarks, and
sea quarks. The interaction of two protons at the LHC is dominated by QCD effects.

On a superficial level, the goal of proton–proton collisions is to analyse the outcome
and count the number of occurrences for events of interest. The observed number of
events can then be compared with theoretical prediction. The computation of cross
sections for expected processes is paramount.

The computation of cross sections employs a perturbative approach where possible.
The Feynman diagrams and the corresponding terms contributing to the cross section
can be computed for different powers of the coupling constants. For practical purposes,
cross sections can only be computed to a finite order.

Divergent integrations in the SM require the use of renormalization. Renormaliza-
tion introduces a dependence of the coupling constants on the energy scale 𝜇𝑅 of the
interaction, the so-called running of the coupling constants. The running is governed
by the renormalization group equation (RGE). For the strong coupling constant 𝛼𝑆, the
right-hand side of the RGE

d𝛼𝑆(𝜇𝑅)
d𝜇2

𝑅
= 𝛽(𝛼𝑠(𝜇𝑅)) (2.19)

is expanded in powers of 𝛼𝑆. Predictions of the theory are independent of the renor-
malization scale 𝜇𝑅 as long as all orders of 𝛼𝑆 are taken into account. In practice, how-
ever, the series is truncated introducing a dependence on the parameter 𝜇𝑅. Chapter 5
introduces systematic uncertainties related to the renormalization scale to account for
missing higher-order terms.

Due to the non-abelian structure of QCD, the coupling strength increases for small
energy scales. For large energies, the coupling strength decreases, such that colored
particles are asymptotically free. The computation and generation of proton–proton
events is usually split into the matrix element (ME) computation and the parton show-
er (PS) computation. For the matrix element computation, 𝛼𝑆 is small enough to em-
ploy perturbation theory. The computation of the PS includes initial state and final
state radiation. Since perturbation theory is not applicable for low-energy QCD pro-
cesses, phenomenological models are employed for PS.

2.2.1. Cross sections
The SM predicts the cross sections of elementary reactions. The cross section of a reac-
tion in proton–proton collisions can be obtained by integrating over the internal distri-
bution of partons within the proton. The Parton Distribution Function (PDF) 𝑓𝑖(𝑥) for
parton 𝑖 specifies the probability to find the parton with a certain momentum fraction 𝑥
inside the proton. PDFs for quarks and gluons are shown in Figure 2.2. The probability
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Figure 2.2.: Scaled parton distribution functions for gluons, and valance and sea quarks
computed at next-to-leading order. The diagrams show the PDF 𝑓 (𝑥, 𝑄2)
multiplied by the momentum fraction 𝑥 of the parton. The PDFs are dis-
played for two different scales 𝑄2 [22, 23].

to scatter at a parton with a certain momentum fraction depends on the momentum 𝑄
that is transferred in the collision. For collisions with small momentum transfer, e.g.
𝑄2 = 10 GeV2, it is likely to encounter a gluon and a valance quark 𝑢 or 𝑑 that carries a
large fraction 𝑥 of the proton momentum. For collisions with large momentum trans-
fer, e.g. 𝑄2 = 104 GeV2 the internal structure of the proton and its sea quarks becomes
apparent. Intuitively, interactions with large momentum transfers and therefore small
de Broglie wavelengths are able to resolve smaller QCD structures inside the proton.

The evolution of the PDF as a function of momentum transfer 𝑄2 is governed by the
DGLAP4 equation

d𝑓𝑖(𝑥, 𝑄2)
d log 𝑄2 = 𝛼𝑆

2𝜋 ∫

1

𝑥

d𝑧
𝑧 ∑

𝑗
𝑃𝑖𝑗 (𝑥

𝑧 ) 𝑓𝑗(𝑧, 𝑄2) (2.20)

The right-hand side is a convolution with the splitting functions 𝑃𝑖𝑗 that describe the
probability of parton 𝑗 with momentum fraction 𝑧 splitting and yielding parton 𝑖 with
momentum fraction 𝑥. The processes responsible for the splitting include gluons radi-
ating a gluon 𝑃𝑔𝑔, two quarks pair-produced from a gluon 𝑃𝑞𝑔, and quarks radiating a
gluon 𝑃𝑔𝑞 and 𝑃𝑞𝑞. The splitting functions are computed up to a specific order in 𝛼𝑆.

4Named after Dokshitzer, Gribov, Lipatov, Altarelli, and Parisi
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2. Theory

The so-called hadronic cross section 𝜎 used for proton–proton collisions as a function
of the squared center-of-mass energy 𝑠 is defined as

𝜎(𝑝 + 𝑝 → 𝑐 + 𝑋; 𝑠)

= ∑
𝑎,𝑏 ∫

1

0
d𝑥𝑎 ∫

1

0
d𝑥𝑏 𝑓𝑎(𝑥𝑎, 𝜇2

𝐹) 𝑓𝑏(𝑥𝑏, 𝜇2
𝐹) 𝜎̂(𝑎 + 𝑏 → 𝑐; ̂𝑠, 𝜇𝑅, 𝜇𝐹). (2.21)

It is the integration of the partonic cross section 𝜎̂(𝑎 + 𝑏 → 𝑐; ̂𝑠, 𝜇𝑅, 𝜇𝐹) of the elemen-
tary particle reaction over the PDFs of each parton within the protons. The elementary
cross section 𝜎̂ has an explicit dependence on the renormalization scale 𝜇𝑅, factoriza-
tion scale 𝜇𝐹, and the squared center-of-mass energy ̂𝑠 = 𝑠𝑥𝑎𝑥𝑏 of the partons involved
in the hard scattering. Particles participating in the hadronic reaction with momen-
tum smaller than 𝜇𝐹 are considered to be part of the proton and are described by the
PDF. Particles with momentum greater than 𝜇𝐹 are taken from the partonic cross sec-
tion. The factorization scale 𝜇𝐹 is an arbitrary scale and the computed cross section
should not depend on its value. However, for all practical purposes, cross sections
are computed including only a finite order of terms introducing a dependence of the
computed cross section on the factorization scale 𝜇𝐹. Chapter 5 introduces systematic
uncertainties to account for the dependence on 𝜇𝐹.

2.2.2. Luminosity
The instantaneous luminosity 𝐿 of an accelerator measures brightness and focus of the
incident beams. Higher luminosities result in a higher rate of particle collisions. For
circular colliders with 𝑛𝑖 particles per colliding proton packet and a collision frequency
𝑓 , the luminosity is given by

𝐿 = 𝑓 𝑛1𝑛2
4𝜋𝜎𝑥𝜎𝑦

(2.22)

where 𝜎𝑥 and 𝜎𝑦 refer to the vertical and horizontal root-mean-square (RMS) beam size.
For the LHC in 2018, with an average collision frequency5 𝑓 = 28.6 MHz and 1.1 × 1011

protons per bunch, a peak luminosity of 𝐿 = 1.9 × 1034 cm−2s−1 was achieved at the
ATLAS interaction point [21, 24]. The integrated luminosity

𝐿int = ∫ d𝑡 𝐿 (2.23)

is used to refer to the size of a recorded proton–proton event dataset. The integrated lu-
minosity delivered by the LHC during the data-taking period between 2015 and 2018,
referred to as Run 2, is 𝐿Run 2, LHC

int = 156 fb−1. Due to data acquisition inefficiencies,
the dataset recorded by the ATLAS detector corresponds to an integrated luminosity
𝐿Run 2, recorded

int = 147 fb−1. The ATLAS dataset passing all data quality criteria corre-
sponds to an integrated luminosity 𝐿Run 2

int = 139 fb−1 [25]. With the integrated lumi-
nosity, we can obtain the expected number of events

𝑛 = 𝜎 𝐿int (2.24)
5The average collision frequency takes into account that only 2544 bunches are injected into the LHC

out of a total of 35640 radio frequency buckets.
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2.3. Higgs boson at the LHC

for a process with cross section 𝜎 .

2.2.3. Hadronization and Jets

Many processes at hadron colliders include quarks or gluons in the final state of the
hard scattering process. Due to the nature of QCD, individual quarks and gluons can-
not be observed as independent particles in the detector since they are not colorless.
As a quark or gluon moves away from the proton remnants, it is affected by the strong
force. With increasing spacial separation, the potential energy increases until it reaches
a threshold and new hadrons are created. This process continues and usually a large
number of hadrons are created and form colorless sets of quarks and gluons. This frag-
mentation process is called hadronization. The dynamics are governed by QCD and
fall in low-energy regime such that perturbative approaches are not applicable. The
details of hadronization are not fully understood and cannot be derived from first prin-
ciples. To analyse data from experiments, phenomenological models are employed to
simulate this process.

The collimated hadrons in the final state are collectively referred to as a jet. The
exact definition of a jet depends on the reconstruction algorithm, for example, see Sec-
tion 3.3.3. Jets interact with the detector material and generate secondary particles
undergoing subsequent inelastic reactions with the detector. This phenomenon is re-
ferred to as a calorimeter shower. The initial energy of the jet is distributed among the
secondary particles. The process stops when the energies of the particles fall below
the pion production threshold. Hadrons in the jet or the shower can induce nuclear
reactions with the detector material. A considerable amount of energy is converted
to photons leading to an electromagnetic shower of alternating pair production and
bremsstrahlung. The electromagnetic shower stops when the energy per particle falls
below the critical energy below which the energy loss due to ionization dominates over
energy loss due to bremsstrahlung.

2.3. Higgs boson at the LHC
The Higgs boson was first discovered at the LHC in proton–proton collisions. In this
section the production of Higgs bosons at the LHC and the prominent decay channels
are briefly described. The two frameworks used in this thesis to study properties of the
Higgs bosons are introduced: the 𝜅-framework that parameterizes modified couplings
and the Simplified Template Cross Section framework, which defines production cross
sections in fiducial regions of phase space.

2.3.1. Higgs boson production and decay

The production of a Higgs boson in proton–proton collisions is a rare phenomenon.
Figure 2.3 shows an overview of the cross sections of selected processes as a function of
the center-of-mass energy √𝑠. The chance of creating a Higgs boson in a single proton–
proton collisions at the LHC is less than 10−9.

The four main production modes of the Higgs boson at the LHC with the largest
cross sections are gluon fusion (𝑔𝑔F), vector boson fusion (VBF), and the production
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2. Theory

Figure 2.3.: Overview of different cross sections at hadron colliders for 𝑝𝑝 and 𝑝 ̄𝑝 col-
lisions as a function of the collision energy [26]. The discontinuity at
√𝑠 = 4 TeV signifies the change from anti-proton–proton collisions below
the threshold to proton–proton collisions above it. The dashed vertical line
indicates the center-of-mass energy √𝑠 = 13 TeV of the LHC. The evolution
of the cross section is simulated with MadGraph. Each process is normal-
ized to precision measurements or calculations at the LHC energy.
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Figure 2.4.: Leading-order Feynman diagrams for the main Higgs boson production
modes at the LHC: gluon fusion (a), vector boson fusion (b), in association
with a vector boson (c), and in association with a pair of top quarks (d).
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in association with a vector boson (𝑉𝐻) or a pair of top quarks (𝑡 ̄𝑡𝐻). In this context,
the vector boson 𝑉 refers only to the weak bosons 𝑊± and 𝑍. Figure 2.4 shows the
leading-order Feynman diagrams of all four production modes.

Due to the high relative abundance of gluons in protons and the observed Higgs
mass 𝑚𝐻 = (125.09 ± 0.24) GeV [27], 𝑔𝑔F has the largest cross section with a margin of
approximately one order of magnitude. The large cross section allows for analyses with
larger statistical power and, therefore, more precise measurements. For some analyses,
as in the case for the 𝐻 → 𝜏𝜏 measurement, presented in Chapter 5, we require at least
one jet in the final state. This means that for 𝑔𝑔F to contribute, we required the radiation
of a jet. The Higgs system recoils against this additional jet. This topology is therefore
referred to as boosted.

On the other hand, VBF processes have a clear and district signature in the detector
and can therefore be selected with high efficiency. The two jets in the final state of
Figure 2.4(b) appear in the forward and backward directions of the detector with a large
separation in rapidity. Additionally, since there are no QCD vertices in the diagram
and no color flow between the two jets, we can expect only low QCD activity in the
rapidity range between the two jets. The possibility to efficiently select events with
this signature enables us to perform precise measurements of this process.

The Higgs boson is a short-lived particle and decays before reaching the innermost
detector layers. We observe the detector signature of its decay products and not the
direct interaction of a prompt Higgs boson with the detector. The Higgs boson can de-
cay into any massive particle–anti-particle combination if it is kinematically accessible.
The decay to a pair of 𝑍 bosons, for example, is only possible if one of the 𝑍 bosons
appears as a virtual particle, i.e., as a particle that is not on its mass shell defined by
𝐸2 = 𝑚2 + 𝑝2. As we have seen in Section 2.1.3, the coupling of the Higgs bosons to
other particles depends on the particle’s mass. Therefore the branching ratio 𝐵𝑐 of the
Higgs boson decay channel 𝑐 depend on the known masses of the decay products.

An overview of Higgs boson branching ratios is shown in Figure 2.5. The decay
to a pair of top quarks is kinematically suppressed. The decay channel to a pair of
bottom quarks has the largest branching ratio. The decay to a pair of tau leptons has the
largest branching ratio among all decays to leptons. The Higgs boson does not couple
to gluons or photons since both are massless. However, the gluon and the photon
appear as decay channels via the indirect coupling to a heavier particle via loop effects.
The decay to a pair of gluons is analogous to the 𝑔𝑔F production via a fermion loop.
The decay channels listed in Figure 2.5 includes final states with unstable particles,
which subsequently decay or hadronize.

2.3.2. The κ-framework

With precision measurements of the Higgs boson, we can test SM predictions. When
statistically combining independent analyses of different Higgs boson decay channels,
it is convenient to quantify possible deviations from the SM in the 𝜅-framework.

In the 𝜅-framework [14], we introduce a set of coupling modifies 𝜅𝑖 that scale the
coupling strength between particle 𝑖 and the Higgs boson. We further assume a sin-
gle, narrow Higgs resonance, such that we can decompose the cross sections into a
production and decay side. Consider the process 𝑖 → 𝐻 → 𝑓 . The cross section times
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Figure 2.5.: Higgs boson branching ratios 𝐵 as a function of the Higgs boson mass for
various decay channels [28]. The vertical dotted line indicates the measure-
ment of the Higgs bosons mass 𝑚𝐻 = (125.09 ± 0.24) GeV by the ATLAS
and CMS collaborations [27]. Theoretical, systematic, and statistical uncer-
tainties are indicated by the transparent bands for the Higgs boson mass
and by thin black outlines for the braching ratios.
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branching ratio can be parameterized as

𝜎𝑖 ⋅ 𝐵𝑓 =
𝜎SM

𝑖 𝜅2
𝑖 ⋅ ΓSM

𝑓 𝜅2
𝑓

ΓSM
𝐻 𝜅2

𝐻
, (2.25)

where ΓSM
𝐻 denotes the total Higgs boson decay width, ΓSM

𝑓 the partial decay width to
particle 𝑓 , and 𝜎SM

𝑖 the cross section for production via particle 𝑖. The SM superscript
denotes the SM predictions. The term 𝜅𝐻 adjusts the total Higgs boson width to ac-
count for adjustments of partial decay widths. The 𝜅 coupling modifiers are therefore
defined by

𝜅2
𝑖 = 𝜎𝑖

𝜎SM
𝑖

and 𝜅2
𝑓 =

Γ𝑓

ΓSM
𝑓

(2.26)

as the ratio of cross sections and decay widths normalized to the SM expectation. Tak-
ing 𝜅𝑖 = 𝜅𝑓 = 1 reproduces the SM.

The Higgs boson branching ratio 𝐵inv to invisible decays refers to decays beyond the
SM (BSM) whose decay products do not interact with the detector and thus are only
characterized by the momentum 𝐸miss

T carried away from the momentum balance in
the transverse plane, see Section 3.3.6. On the other hand, the branching ratio 𝐵undet to
undetected decays refers to BSM contributions that non of the included analyses have
sensitivity to. These are typically decays to light quark jets that cannot be distinguished
from soft QCD jets or decays to undetected BSM particles without a large contribution
to 𝐸miss

T . Measured coupling modifiers with 𝜅𝑗 ≠ 1 or invisible and undetected branch-
ing ratios with 𝐵undet, 𝐵inv ≠ 0 are signs of BSM physics.

In the 𝜅-framework, the total decay width of the Higgs boson is scaled by 𝜅2
𝐻 . The

parametrization for 𝜅2
𝐻 takes into account the effects from modifications of other cou-

pling parameters and BSM decays to invisible and undetectable particles. The param-
eter 𝜅2

𝐻 as a function of the coupling modifiers and the branching ratios 𝐵undet and 𝐵inv
is given by

𝜅2
𝐻 =

∑𝑓 𝜅2
𝑓 𝐵SM

𝑓
1 − 𝐵undet − 𝐵inv

. (2.27)

The current measurements have excellent sensitivity for 𝜅𝑍, 𝜅𝑊 , 𝜅𝑡, 𝜅𝑏, 𝜅𝜏 , 𝜅𝑔, 𝜅𝛾 and
𝐵inv, see Chapter 6. However, the analyses included in the combination show only very
little sensitivity to the modifiers of the second-generation quarks. Therefore, 𝜅𝑠 is set
to be equal to 𝜅𝑏 and 𝜅𝑐 is set to be equal to 𝜅𝑡. The contributions from first generation
quarks and the electron are negligible provided the coupling modifiers 𝜅𝑢, 𝜅𝑑, 𝜅𝑒 are
of the order of unity.

The gluon, the photon, and also the process 𝐻 → 𝑍𝛾 do not couple directly to the
Higgs boson. The Higgs boson production and decay via these modes is facilitated
via a 𝑊 boson loop or heavy fermion loops. We introduce effective coupling modifiers
𝜅𝑔, 𝜅𝛾 and 𝜅𝑍𝛾 to scale the cross section or decay widths. Heavy SM particles domi-
nate the contributions to the loop processes. These coupling modifiers are especially
sensitive to virtual BSM particles with a strong coupling to the Higgs boson that are
otherwise too massive to be created directly.
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A limitation of the 𝜅-framework is that it does not account for modifications to the
Lorentz structure of the Higgs boson interactions and therefore cannot resolve changes
to kinematic distributions beyond a simple scaling of the couplings. However, it has
merit in yielding results with a straightforward interpretation and the power to probe
for additional BSM particles or test symmetries of the SM.

Chapter 6 presents measurements of parameters of different models in the 𝜅-frame-
work imposing varying assumptions on BSM physics.

2.3.3. Simplified Template Cross Section

Measurements in the 𝜅-framework are expressed as a ratio to the SM prediction. The
measured 𝜅 modifiers depend on the particular theory used to perform the measure-
ment. The analyses have to be repeated to test alternative or future theories. Addition-
ally, the measured results are subject to uncertainties from the underlying theory. The
Simplified Template Cross Section (STXS) framework [29–31] is an alternative approach
to measure the properties of the Higgs boson.

Analyses measuring properties of the Higgs boson usually apply a selection on the
reconstructed properties of the event. The selected phase space thus depends on the
detector effects which makes it difficult to compare the result to theories and to other
experiments. Unfolding detector effects leads to the particle or truth level. Typically,
particle level is defined by particles with lifetimes longer than 10−10 s [32]. At particle
level, cross section measurements are performed in phase space volumes defined by
particle level quantities. The unfolding procedure introduces only a small theoreti-
cal dependence of measured cross sections, firstly, due to the model used to simulate
detector effects, and, secondly, due to the extrapolation from reconstructed event se-
lection to particle level phase phase. Phase space regions defined at particle level are
referred as fiducial phase space regions. Cross section measurements in fiducial phase
spaces have a minimal dependency on theoretical predictions.

Machine-learning techniques such as neural networks (NNs), select a region in re-
constructed phase space that is optimized to enhance the statistical power of the anal-
ysis. However, it is difficult to translate the selected region to particle level in order to
minimize dependency on theory. Depending on the concrete analysis or process un-
der consideration, measuring cross sections in fiducial phase spaces can imply reduced
sensitivity.

The STXS framework defines regions in particle-level phase space, called bins, with
the aim to measure exclusive, fiducial cross sections in each bin optimized to take ad-
vantage of the statistical sensitivity of the analysis while retaining model indepen-
dence. STXS bins are a compromise to measure theory-independent, fiducial cross
sections while not impeding advanced analysis techniques such as NNs. Besides this
compromise, the bin definition should also isolate regions where potential effects from
BSM processes are dominant. The process of defining the bins is non-trivial. The bins
match as closely as possible the definition of experimental signal regions defined by
cuts on reconstructed data to avoid introducing large dependencies due to the extrap-
olation. The STXS framework defines a global |𝑦𝐻 | < 2.5 condition on the rapidity
of the Higgs boson matching the typical acceptance of detectors at the LHC to avoid
dependencies from the extrapolation to the whole rapidity range.
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Figure 2.6.: STXS stage 1.2 bin definition for 𝑔𝑔F Higgs boson production [30]. The
analysis presented in Chapter 5 measures cross sections for the six bins
indicated by gray boxes. Some of the STXS bins are merged in the mea-
surement.

The largest difference between STXS and fiducial cross section is that they depend
on the Higgs boson production mode. On the other hand, the bins are independent of
the Higgs boson decay channel facilitating the combination of different analyses. The
definition of the fiducial phase space bins is shared between experiments at the LHC
to allow combining measurements in each bin.

The STXS framework defines bins in stages adding granularity at each stage. Each
stage further subdivides the existing regions in phase space based on properties of the
particle level Higgs boson, associated bosons or properties of reconstruction-level jets.
The full stage 1.2 splitting is shown in Figures 2.6–2.9. The first stage, stage 0, only
introduces a split based on the production mode where the definition of production
mode differs slightly from the definition shown in Figure 2.4. Higgs boson production
in association with a vector boson is separated depending on the decay of the vector
boson. 𝑉𝐻 production with hadronic 𝑉 → 𝑞𝑞′ decays and electroweak VBF production
are measured in the same stage-0 bin designated for electroweak production with two
quarks.

2.3.4. Beyond the Standard Model
Despite the success of the SM, it cannot be the ultimate description of matter and its
interactions in the universe. The SM is built in an ad hoc fashion, guided by experi-
mental data [10]. The discovery of the Higgs boson completed the picture of the SM,
and to this date, all measurements of properties of the Higgs boson are in spectacular
agreement with the SM. However, the large number of free parameters in the SM is
unsatisfactory. The SM does not explain the fact that fermions come in three genera-
tions. Besides these more aesthetic issues, there are measured phenomena that require
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Figure 2.7.: STXS stage 1.2 bin definition for electroweak VBF Higgs boson production
and 𝑉𝐻 production with hadronic 𝑉 decays [30]. The analysis presented
in Chapter 5 measures the inclusive cross section at the stage 0 level.

Figure 2.8.: STXS stage 1.2 bin definition for Higgs boson production in association
with leptonically decaying vector boson [30]. The analysis presented in
Chapter 5 measures the inclusive cross section at the stage 0 level.
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Figure 2.9.: STXS stage 1.2 bin definition for Higgs boson production in association
with a pair of top quarks [31]. The analysis presented in Chapter 5 mea-
sures the inclusive cross section at the stage 0 level.

an extension of the SM or even a completely new theory.
From the rotation curves of galaxies [33] or the discovery of gravitational lensing

[34], we know that the majority of the matter content of galaxies is not due to ordi-
nary, luminous (i.e., electromagnetically interacting) matter. The cosmological ΛCDM
model (cosmological constant Λ and Cold Dark Matter) based on many astrophysical
measurements predicts that the energy density of dark matter is approximately five
times the density of baryonic matter [35]. The nature of dark matter particles remains
speculative until it is discovered by an experiment. Searches at colliders, as well as
direct and indirect searches have been performed without evidence for dark matter
particles. The measurement of potential deviations from the SM described in Chap-
ter 6 places limits on the Higgs boson branching ratios to particles not described in the
SM.

The observation of neutrino oscillations [36–38] implies that neutrinos have a mass.
In the SM discussed in this chapter, neutrinos were considered massless. As we did
for the massive fermions, we can introduce a coupling between the Higgs field and
the neutrinos to generate a mass term in the Lagrangian after spontaneous symmetry
breaking. The upper limit of the electron neutrino masses in a direct measurement is
0.8 eV [39]. Depending on the implementation, neutrinos could be realized as Majorana
particles implying the existence of neutrinoless double 𝛽-decay (0𝜈𝛽𝛽). In this case,
neutrinos would be their own anti-particles however 0𝜈𝛽𝛽 decays have not yet been
observed.

2.4. Machine learning
With technological advances, the number of events and the amount of information
collected in each particle collision event grew enormously over the last decades. An
example is the proton–proton collision data collected by the ATLAS experiment. On
the other hand, the large effort required to build and maintain large-scale experiments
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and accelerators like ATLAS at the LHC demands a thorough analysis of the collected
data with refined analysis techniques. The explosion of computing power in the last
decades and the progress in artificial intelligence delivered a tool that is a perfect match
for high-energy physics applications. The large, readily available Monte Carlo (MC)
datasets serve as an excellent training input for machine learning applications that are
then used to analyze the dataset, test theoretical predictions, and perform measure-
ments. This section introduces the basics of machine learning used for the 𝐻 → 𝜏𝜏
analysis presented in Chapter 5. The presentation in this section is based on Refer-
ences [40–42].

2.4.1. Supervised learning

One branch of machine learning takes advantage of a dataset with known class labels
to train a classifier. The trained classifier is then used to categorize new, previously un-
seen data into learned classes. During the training phase, the classifier learns a function
𝑓 that maps from the feature space spanned by input variables 𝒙 to the output space of
class labels 𝒚. The classifier should be able to predict the class label for new, previously
unseen data. This approach is called supervised learning.

In high-energy physics, the feature space usually consists of kinematic properties
and the measured properties of an event. It is common to use physics processes or
groups of processes, such as signal and background, as target classes. The large, high-
quality training sets with known labels are readily available from Monte Carlo simu-
lation.

In the 𝐻 → 𝜏𝜏 analysis presented in this thesis, neural networks (NN) and Boosted
Decision Trees (BDT) are used to learn and approximate the function 𝑓 that predicts
the true class labels for each event. Specifically, we can view 𝑓 (𝒙; 𝜽) as a parametrized
function depending on a set of parameters 𝜽. While iterating through the events with
known labels, we optimize, i.e., learn the parameters 𝜽. Depending on the internal
structure and the parameterization of 𝑓 , the function reproduces a class of functions.
If 𝑓 was a linear function, the class of functions that we could approximate is limited.
We can refer to this property as the capacity [40]. Often the capacity scales with the
number of parameters.

The capacity of the machine learning model should match the complexity required
to approximate the function. If the capacity is too small, we will not be able to opti-
mize the parameters 𝜽 such that we reproduce the labels on the training set with known
labels. On the other hand, if the capacity is too large, we achieve almost perfect per-
formance on the training set. However the trained model does not generalize to new,
unseen events. For example, if a model’s capacity is too high, the model could learn
the training data set “by heart”, similar to a lookup table, but produces very unreliable
predictions for events not included in the training data set. This case is referred to as
overtraining.

There are several methods to reduce the effective capacity of a model. Specific meth-
ods for neural networks are discussed in the next section. To assess the performance
on new, unseen data, we can set aside a fraction of the Monte Carlo set as a separate test
set and use only the remaining events for the training. If the events for the test set are
chosen randomly, the events in the training and test set are statistically independent
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Figure 2.10.: Visualization of classifier performance as a function of the model’s com-
plexity or number of training iterations on the training set (green) or the
test set (orange). The veritical line indicates the point above which the
performance on the validation set degrades with increasing model capac-
ity. The models on the right side of the vertical line are in the overtrained
regime.

and identically distributed. This allows us to evaluate the performance on new unseen
events. With increasing effective model capacity, the performance on the training set
is expected to increase without bounds. For the performance on the test set, we expect
an optimal point. If the capacity is increased beyond the optimal point, we enter the
overtrained regime as illustrated in Figure 2.10.

Training algorithms and the model parametrization often include a set of hyperpa-
rameters. In the case of NNs, this includes the architecture of the network. It is not
straightforward to define optimal values beforehand, and the optimal hyperparameter
configuration must be found in a trial and error fashion. Using the performance on
the test set for this hyperparameter optimization introduces a bias towards the test set.
We optimize the model for this specific combination of training and test set and can
expect that, in general, the model performs worse on new and unseen events not part
of the test or training set. This is because the performance measure is subject to noise,
and we select the model with the best performance on the test set. The selected model
is probably the best model only by chance.

To prevent this bias, we can split the initial Monte Carlo set into three parts. The first
part, the training set, is used to optimize the parameters 𝜽. The learning of parameters
𝜽 on the training set is repeated with different hyperparameter configurations. The
performance of each configuration is assessed on the second part of the MC set, the
validation set. This allows us to select the hyperparameters that result in the best-
performing model. The final part, the test set, can then be used to assess the classifier’s
performance on unseen events without bias. The classifier’s output on the test set is
used in the likelihood fit of the physics analysis, where we compare the MC predic-
tion to measured data. The performance on the test set and recorded data events are
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Figure 2.11.: Illustration of the 𝑘-fold cross validation scheme (left) and cross evalua-
tion scheme (right) for 𝑘 = 4. Each black rectangle represents the full MC
dataset that is split into chunks. The color-coded role of each chunk is
different for each NN. The cross validation scheme is used to optimize
the hyperparameter configuration that is then used in the cross evalua-
tion scheme to retrain a classifier used for data–MC comparisons in the
physics analysis.

expected to be identical assuming perfect MC modeling of the data.
With a three-fold, equal split, we reduce the number of events per set by a factor of

three. The reduction in training statistics can impact the best achievable performance
of the classifier. Similarly, the reduced statistical power of the validation set intro-
duces noise in the hyperparameter selection leading to potentially suboptimal choices.
Smaller test set sizes lead to larger statistical uncertainties on the final physics mea-
surements. To overcome the issue, we can resort to 𝑘-fold cross validation combined
with cross evaluation, where we first split the Monte Carlo dataset into two halves. The
first half is further partitioned into 𝑘 parts. We train 𝑘 independent classifiers. For the
𝑖-th classifier, the 𝑖-th part is used as the validation set, the rest of the first half is used
as the training set. The initial second half serves as a reserved test set not used for the
hyperparameter optimization. After fixing the hyperparameters, we retrain two clas-
sifiers, one on each half, not on the 𝑘-fold partition. The training scheme is illustrated
in Figure 2.11. The mismatch of dataset sizes between the hyperparameter optimiza-
tion and the retraining might yield slightly suboptimal networks (the network could
have had a higher capacity). However, this is highly preferred over networks biased
towards any dataset. With this, we have the validation set for the model selection, and
the full Monte Carlo set as a test set. If one fails to use a dedicated set for the train-
ing, the model selection, and the final analysis, one should expect that the classifier is
biased and leads to discrepancies between data and MC in the likelihood fit.

Some Monte Carlo generators, like Sherpa [43], assign weights to the generated
events to quantify over or under-sampled regions in phase space. Event distributions
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are expected to match the SM expectation only if the generator or MC weights are ap-
plied. The interpretation of individual events with negative weights is difficult. Nega-
tive event weights reduce the expected yield. Events with negative event weights often
lead to numerical and mathematical issues when the event weights are propagated to
learning algorithms. Therefore, the events with negative weights are ignored during
the training. For the 𝐻 → 𝜏𝜏 analysis presented in Chapter 5, approximately 25 % of
the events have a negative weight. This procedure might lead to suboptimal perfor-
mances, however it cannot lead to discrepancies between Data and MC.

Conceptually, the absolute scale of the weights is insignificant. However, too small
or too large weights lead to numerical issues. Good results are usually obtained when
we scale the weights such that

• the sum of weights for each output class is an equal fraction, and

• the total sum of weights is equal to the size of the dataset.

Specifically, for 𝑚 output classes and 𝑛 total events, the rescaled weight 𝑤̃(𝑗)
𝑖 of event 𝑖

in class 𝑗 is given by

𝑤̃(𝑗)
𝑖 = 𝑛

𝑚 ⋅
𝑤(𝑗)

𝑖

∑
event 𝑖′∈class 𝑗

𝑤(𝑗)
𝑖′

(2.28)

where 𝑤(𝑗)
𝑖 are the original events with 𝑤(𝑗)

𝑖 > 0.

2.4.2. Neural networks
Neural networks were initially developed to mimic the function of the human brain.
However, the modern form of neural networks in machine learning has its origin in
statistical learning. A simple, connected dense neural network consists of multiple
layers where each layer consists of nodes. The first layer functions as an input to the
network, the last layers is the network’s output. The layers between the input and
output are called hidden layers. A sketch of a simple feedforward neural network is
shown in Figure 2.12.

Each node, except the input nodes, computes a weighted sum of the outputs of the
previous layer with weights 𝝎. The output

ℎ(𝑖)
𝑗 = 𝑎(𝑖) (𝝎(𝑖)

𝑗 ⋅ 𝒉(𝑖−1)) (2.29)

of a node 𝑗 in layer 𝑖 is a non-linear function 𝑎(𝑖) of the weighted sum. Without the
non-linear functions 𝑎(𝑖), the function computed by the neural network simplifies to a
linear function. A modern choice for the activation function is the rectified linear unit
as shown in Figure 2.13 and defined as

ReLU(𝑥) = max(0, 𝑥). (2.30)

Compared to classical choices such as the sigmoid function or tanh, ReLU has the ad-
vantage that the gradient does not saturate for large positive input values. For a 𝑘-class
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Figure 2.12.: Sketch of a dense feedforward neural network. Information flows strictly
from left to right. The network has three input nodes, a single hidden
layer with four nodes, and two output nodes. Each node computes the
activation function of a weighted sum abbreviated by 𝑎(Σ). The connec-
tions between layers are highlighted for a single node.
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Figure 2.13.: Illustration of the rectified linear unit function ReLU(𝑥) as a commonly
used activation function in neural networks in the range 𝑥 ∈ [−3, 3].
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classification problem, it is common to use 𝑘 output nodes. With the softmax activation
function

softmax(𝒙)𝑗 =
exp(𝑥𝑗)

∑𝑖 exp(𝑥𝑖)
, (2.31)

we can interpret the output value of node 𝑗 as the probability that the event belongs to
class 𝑗.

The universal approximation theorem states [44, 45] that a network with a single
hidden layer can approximate every physical function arbitrarily well. However, with
just a single hidden layer, the required size might make this architecture unfeasible.
It is therefore beneficial to include more hidden layers of smaller size. The number of
layers and the number of nodes per layer are important hyperparameters and control
the model’s capacity.

Mathematically, learning the parameters 𝜽 is a minimization problem where we min-
imize a loss function 𝐽(𝒙) by varying the parameters 𝜽 for samples from the training
set. In classification problems, it is common to use the cross entropy

𝐽(𝒙) = − ∑
𝑖∈events

∑
𝑗∈classes

𝑦𝑖,𝑗 log ℎ(𝑛)
𝑗 (𝑥𝑖) (2.32)

as the loss function where ℎ(𝑛)
𝑗 refers to the values of the nodes in the output layer. The

collection of all weights 𝝎(𝑖)
𝑗 constitutes the set of network parameters 𝜽.

In feedforward networks, as introduced above, we can use gradient descent to op-
timize the parameters 𝜽. The gradient computation is usually done with back-prop-
agation [46], where we have a forward sweep to compute the loss function and go
back through the network to compute the gradient with respect to 𝜽. This can be done
efficiently since the function computed by the network 𝑓 (𝒙; 𝜽) involves function com-
position at every layer in the network, see Equation (2.29). The gradient factorizes
using the chain rule into components that can be computed independently. Modern
GPU hardware can be used efficiently to train and evaluate these networks with large
datasets.

As stated above, there are different techniques to prevent overtraining with neural
networks. The most common methods are regularization [47], dropout [48], and early
stopping. Regularization adds a penalty term to the loss function to prevent large
weights. With dropout, connections between nodes or entire nodes of the network are
randomly removed during training.

The networks trained in this thesis use the early stopping technique. With early stop-
ping, the minimization of the loss requires multiple passes, so-called epochs, over the
training set. The performances on the training and validation set are monitored after
each iteration. As illustrated in Figure 2.10, each iteration improves the performance
on the training set, but the performance on the validation set improves only until a
certain point. Once the performance on the validation stops improving, the training is
concluded. The early stopping technique therefore prevents entering the overtrained
regime.

Another crucial step is the pre-processing of input variables and class weights. In
this thesis, we are primarily concerned with continues input variables. We need to
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apply a linear transformation to the input variables to prevent a single input variable
from dominating the weighted sums in neural network layers. The rescaled variables
have a vanishing mean and unit variance. This requirement is specific to neural net-
works. Other classifiers such as BDT are not affected by the same issue and do not need
this pre-processing step.
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CHAPTER 3

The LHC and the ATLAS detector

Si tu veux construire un bateau, ne rassemble pas tes hommes et femmes pour leur
donner des ordres, pour expliquer chaque détail, pour leur dire où trouver chaque
chose. Si tu veux construire un bateau, fais naître dans le cœur de tes hommes et
femmes le désir de la mer.

— Antoine de Saint-Exupéry

With highly-energetic particle accelerators, one can study the predictions of the SM
and test possible extensions of it. Since the particles under study, like the Higgs bo-
son, are quite heavy, we need high center-of-mass energies and, in turn, high beam
energies. At hadron colliders, the colliding particles are extended objects with an in-
ternal structure (as opposed to point-like particles). In case of proton–proton collisions,
the colliding protons can undergo elastic collisions resulting in a deflection of the two
protons. However, with the beam energies reached at the Large Hadron Collider, pro-
tons scatter inelastically, breaking the initial protons and creating new particles in the
process. The collision of partons within the protons is referred to the hard scattering.
The proton remnants constitute the so-called underlying event. A single crossing of
two proton packets entails multiple proton–proton interactions referred to as pile-up.
The experimental challenge is to build radiation-hard detectors around the interaction
point to measure the scatter products, reconstruct the final state, and facilitate statisti-
cal tests of the underlying physics. This chapter introduces the Large Hadron Collider
and the ATLAS detector that recorded the collision data used in this thesis.

3.1. The Large Hadron Collider
The Large Hadron Collider (LHC) [21] is a circular particle accelerator and storage ring
at CERN (European Organization for Nuclear Research) near Geneva. The collider is
installed in the 26.7 km long tunnel that previously housed the Large Electron–Positron
(LEP) accelerator. The LHC is the final stage in CERN’s accelerator chain. Packets of
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protons or heavy ions, such as lead (Pb) or xenon (Xe), are injected by the Super Proton
Synchrotron (SPS) into the LHC at a beam energy of 450 GeV. The proton packets, the
so-called bunches, travel as two counter-rotating beams in separate beam pipes. Radio
frequency (RF) cavities located at a single point along the ring provide an oscillating
electrical field that accelerates the passing bunches to their target energy. The counter-
rotating beams are kept on their circular trajectory by 1232 superconducting dipole
magnets. The niobium–titanium (NbTi) magnets are cooled with superfluid helium to
temperatures below 2 K to reach magnetic field strengths above 8 T. The dipole mag-
nets provide the magnetic field with opposing orientation for the two closely spaced
beam pipes. The LHC is the most powerful particle accelerator with a design beam
energy of 7 TeV and center-of-mass collision energy of 14 TeV. During the first data-
taking period of the LHC between 2010 and 2012, referred to as Run 1, a center-of-mass
energy of 7 TeV, and later 8 TeV was reached. During the second data-taking period,
Run 2, between 2015 and 2018, protons were collided at a center-of-mass energy of
13 TeV. This thesis utilizes data from this data-taking period.

Proton and ion bunches are brought to collision at four interaction points around the
ring. The locations of the interaction points coincide with the four main LHC experi-
ments: ALICE [49], ATLAS [50], CMS [51], and LHCb [52]. While ATLAS and CMS are
two large-scale, general-purpose experiments, ALICE studies primarily the properties
of quark-gluon plasma and LHCb properties of the bottom quark and its hadrons.

In Run 2, the proton bunches travel at almost the speed of light with a spacing of
25 ns. This corresponds to a spatial distance of approximately 7.5 m. Consequently,
bunch crossings occur at a frequency of 40 MHz. For technical reasons, not every pos-
sible bunch position (every tenth RF bucket of the 400.79 MHz RF system) is filled with
protons leading to empty bunch crossings in which no proton-proton collisions are ex-
pected. The number of bunch crossings depends on the fill pattern. In 2018, a total of
2544 bunches were injected per beam.

Immediately after the injection into the LHC, each filled bunch consists of 𝑂(1011)
protons. Quadrupole and higher-order magnets focus the beams to a small transverse
area at the interaction points. According to the luminosity equation for circular collid-
ers, Equation (2.22), this increases the number of expected events leading to multiple
inelastic proton–proton interactions during a single bunch crossing. The multiplicity
is referred to as the number of pile-up interactions, and the interactions other than the
one of interest are said to be pile-up events. The beam focus and separation parameters
are updated continuously during an LHC fill to cap (level) the delivered instantaneous
luminosity at at most 𝐿 = 1.9 × 1034 cm−2s−1 [24, 53] to keep the number of pile-up
interactions at a level suitable for the ATLAS detector. Towards the end of a fill, after
𝑂(10 h), the number of protons per bunch is sufficiently reduced such that the maxi-
mal delivered luminosity is below 1.9 × 1034 cm−2s−1 and continuous to drop until it
is decided to end the run and refill the machine. The evolution of the average num-
ber of pile-up interactions during a typical physics run and the evolution of the total
integrated luminosity over the full Run 2 period is shown in Figure 3.1.

36



3.2. The ATLAS Detector

200 400 600 800 1000
Luminosity block

30

40

50

60

Av
er

ag
e 

pi
le

-u
p 



√ =
Run 338846

(a) Month in Year
Jan '15

Jul '15
Jan '16

Jul '16
Jan '17

Jul '17
Jan '18

Jul '18

-1
fb

T
ot

al
 In

te
gr

at
ed

 L
um

in
os

ity
 

0

20

40

60

80

100

120

140

160
ATLAS
Preliminary

LHC Delivered

ATLAS Recorded

Good for Physics

 = 13 TeVs

-1 fbDelivered: 156
-1 fbRecorded: 147

-1 fbPhysics: 139

2/19 calibration

(b)

Figure 3.1.: Evolution of average number of pile-up interactions during run 338846 (a)
and total integrated luminosity over Run 2 (b) [24, 25]. Each luminosity
block corresponds to approximatly one minute in time. At the beginning of
the run, until approximately luminosity block 350, the instantaneous lumi-
nosity is levelled to limit the number of pile-up interaction to 𝜇 ≈ 55. The
instantaneous luminosity departs from the flat evolution as the number of
protons per bunch decreases. The integrated luminosity used for physics
analysis is smaller than the intergrated luminosity delivered by the LHC
due to detector inefficiencies, and data quality criteria.

3.2. The ATLAS Detector

The ATLAS (A Toroidal LHC ApparatuS) detector [50] is one of the two large-scale,
general-purpose detectors at the LHC. The detector is located at Point 1 of the LHC
ring in its cavern approximately 100 m below the surface close to the main CERN site.
The ATLAS detector is a cylindrical particle detector built with a forward-backward
symmetry and an onion-style design covering a solid angle of almost 4𝜋. With a length
of 44 m and a diameter of 25 m, the ATLAS detector is the largest detector located on the
LHC ring. The goal of the detector is to provide good tracking performance, particle
identification, and energy and momentum resolution for 40 MHz collision rates with
𝑂(1000) secondary particles per collision. A sketch of the ATLAS detector with its
subcomponents is shown in Figure 3.2.

A dedicated coordinate system is used to describe the detector components and
study particle trajectories. The origin of the coordinate system coincides with the nom-
inal interaction point. The 𝑧-axis is parallel to the direction of the beam, with its axis
pointing towards the city of Geneva. The 𝑥-axis points to the center of the LHC ring.
The 𝑦-axis points upwards, thus resulting in a right-handed coordinate system.

Often it is convenient to switch to spherical coordinates, with the azimuthal angle
𝜙 measuring the angle in the transverse (𝑥, 𝑦)-plane and the polar angle 𝜃 measuring
the angle towards the beam axis. Instead of 𝜃, often the pseudorapidity

𝜂 = − log tan
𝜃
2 (3.1)
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Figure 3.2.: Illustration of the ATLAS detector [54] with its individual detector compo-
nents and magnets.

is used. For massless particles, the pseudorapidity equals the rapidity

𝑦 = 1
2 log (𝐸 + 𝑝𝑧

𝐸 − 𝑝𝑧
) . (3.2)

Rapidity differences are invariant under Lorentz boosts along the beam axis, which is
convenient since the center-of-mass of the interacting partons has an unknown boost
along the beam axis. For particle trajectories at the LHC, the particle masses are typ-
ically small compared to the total energy and, therefore, the pseudorapidity 𝜂 is a
good approximation. Distances in the cylindrical (𝜙, 𝜂)-plane are measured with Δ𝑅 =
√Δ𝜙2 + Δ𝜂2.

The ATLAS detector is built in cylindrical layers with end-caps on each side. The
inner-most component, the Insertable B-Layer (IBL), is a pixelated silicon detector di-
rectly attached to the beam pipe. The Pixel detector is located around the IBL. Further
out, the Inner Detector (ID) is comprised of a silicon strip detector, the SemiConductor
Tracker (SCT), and the Transition Radiation Tracker (TRT) consisting of straw tubes.
The ID is enclosed by the two calorimeters of the ATLAS detector: first the electromag-
netic calorimeter (ECal) and further out the hadronic calorimeter (HCal). The outer-
most component of the ATLAS detector is the muon spectrometer (MS) which drives
the overall size of the detector. The ID is immersed in a magnetic field from a super-
conducting solenoid magnet. The MS is immersed in a toroidal magnetic field created
by 24 superconducting coils, eight in the barrel region and eight in each end-cap re-
gion. The components are introduced in the next sections. The description is based on
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Reference [50] unless otherwise noted and follows the trajectory of scattering products
from the interaction point outwards.

3.2.1. IBL and Pixel

The Insertable B-Layer (IBL) [55, 56] and the Pixel Detector are pixelated detectors close
to the beam pipe. Due to the proximity of the detector layers to the interaction point,
a high granularity is required to resolve individual tracks and provide good position
resolution. The IBL was installed during the shutdown of the LHC in 2013 and 2014
and was therefore not available in Run 1.

The centers of the IBL modules have a radial distance of 𝜌 = 33.25 mm to the beam
axis. The small separation improves the reconstruction of secondary vertices and the
impact parameter of a collision which is beneficial for tagging events with long-lived
secondary particles, such as 𝑏 quarks that travel a measurable distance before they
decay. The IBL pixel size is 50 × 250 𝜇m2 in the (𝜙, 𝑧)-plane.

In addition to the pixel layer of the IBL, the pixel detector consists of three pixel layers
between 𝜌 = 50.5 mm and 𝜌 = 122.5 mm in the barrel region. The coverage of |𝜂| < 2.5
is achieved by closing the barrel openings with two end-cap disks per side. The size of
the pixels is 50 × 400𝜇m2 in the (𝜙, 𝑧)-plane in the barrel region and in the (𝜙, 𝜌)-plane
for the end-cap disks.

In total, the IBL and Pixel components have approximately 80×106 readout channels.
The IBL and Pixel detectors measure binary hit information, as well as, the time-over-
threshold (TOT) related to the energy deposited in the pixel cell.

3.2.2. Semiconductor tracker

The silicon-based strip detector SemiConductor Tracker (SCT) encloses the Pixel detec-
tor. The barrel region consists of four double-sided layers. The strips on one side of the
layers are parallel to the beam axis. The other side is rotated by an angle of 40 mrad to
enable a position measurement in the 𝑧-direction. The layers extend from 𝜌 = 299 mm
to 𝜌 = 514 mm. Each module consists of two daisy-chained 64 mm long strips with a
strip pitch of 80 𝜇m. Both end-cap sides consist of nine double-sided disks. The strips
on one side extend radially with an average strip pitch of 80 𝜇m. The angle between
the front and backside is 40 mrad. Similar to the Pixel detector, the SCT extends up to
|𝜂| < 2.5. In total, the SCT provides 6.3 × 106 readout channels. In contrast to the IBL
and the Pixel detector, the SCT measures only binary hit information for each strip.

The SCT can be operated with different timing pattern requirements. The status of
the strip in the previous and the next bunch crossing might be considered to determine
if a hit is present in a strip. The notation for timing patterns is a triplet of either 0 (no
hit), 1 (hit), and X (any or don’t care). The first (last) position in the triplet denotes a
condition on the strip during the previous (following) bunch crossing. The middle
position represents the condition on the strip for the bunch crossing in question. For
example, during Run 2, the SCT is operated in 01X (edge-sensing) mode, which requires
the absence of a hit in the previous bunch crossing, but no condition on the following
bunch crossing. This terminology is relevant for the SCT noise study in Chapter 4.
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3.2.3. Transition radiation tracker

The outer part of the ID, the Transition Radiation Tracker (TRT), consists of straw tubes
to measure tracks in the transverse plane. The barrel area consists of 144 cm long tubes
parallel to the beam axis with a diameter of 4 mm, arranged in 73 planes. In the end-cap
regions, 37 cm long radial tubes are arranged in wheels. Each tube has a spacial accu-
racy of 130 𝜇m. The relatively low resolution is compensated by a high number of hits.
On average, a charged particle causes ionization in 36 tubes [50]. The space between
the tubes is filled with materials of varying refractive indices which leads to transition
radiation when traversed by charged particles. With a 70 % Xe gas mixture, the signal
response for transition radiation is larger than the signal from ionization. The readout
provides two discrimination thresholds to facilitate the distinction of transition radia-
tion and ionization signals. The TRT provides coverage of |𝜂| < 2. In total, the TRT has
approximately 350 × 103 readout channels.

The emission of transition radiation depends on the relativistic factor 𝛾 = 𝐸
𝑚 of a

particle. This dependence is exploited for particle identification [57]. Typically, seven
to ten high-threshold hits from transition radiation are detected for electrons with 𝐸 >
2 GeV [50]. At the design luminosity of the LHC 𝐿 = 1034 cm−2s−1, due to the large
number of secondary particles, the occupancy of the TRT tubes can reach 60 %, posing
a challenge for track reconstruction [58].

3.2.4. Integrated inner detector

The Inner Detector (IBL, Pixel, SCT, and TRT) is immersed in a magnetic field with
𝐵 = 2 T created by a superconducting solenoid between TRT and electromagnetic
calorimeter. The field parallel to the beam pipe results in a curved trajectory of charged
particles in the (𝜙, 𝜌)-plane which enables the measurement of their momentum. By
reconstructing the bending radius 𝑟 of a track, the transverse momentum 𝑝T of singly
charged particles is given by [57]

𝑝T = 0.3 GeV
T ⋅ m ⋅ 𝐵 ⋅ 𝑟. (3.3)

The precision of the radius measurement deteriorates with increasing momentum as
the track has a lower curvature. Therefore, the uncertainty on the momentum increases
with increasing momentum. The relative resolution for momentum measurements in
the ID is [50]

𝜎(𝑝T)
𝑝T

=
0.05% 𝑝T

GeV ⊕ 1%, (3.4)

where 𝑎⊕𝑏 denotes the addition in quadrature for statistically independent uncertainty
sources.

3.2.5. Electromagnetic calorimeter

The electromagnetic calorimeter (ECal) sits outside the superconducting solenoid mag-
net. The ECal is a sampling calorimeter with liquid argon (LAr) as active material
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and lead as absorber. The absorber medium and kapton electrodes are built in an ac-
cordion shape. The barrel part extends up to |𝜂| < 1.476. The two end-caps cover
1.375 < |𝜂| < 3.2.

In the barrel region, The ECal is split into three cylinders that differ in granularity.
The inner-most part (EM1) has a granularity of 0.0031 × 0.982 and in the (𝜂, 𝜙)-plane.
This first part amounts to 4.2 radiation lengths (𝑋0). The very fine granularity in 𝜂-
direction contributes to the identification of neutral pion decays since it allows the in-
dependent detection of both photons in the decay chain 𝜋0 → 𝛾𝛾. This property is also
beneficial for the identification of hadronically decaying 𝜏 leptons, see Section 3.3.5.

The middle part (EM2) of the ECal has an eight-fold decrease in 𝜂-granularity and
a four-fold increase in 𝜙-granularity compared to the inner layer. With 16 radiation
lengths the middle part comprises the majority of the barrel ECal.

The outer part (EM3) has a reduced granularity of approximately 0.1 × 0.1 in the
(𝜂, 𝜙)-plane. The thickness of the outer part corresponds to 2 radiation lengths

Each end-cap ECal consists of a 63 cm thick wheel extending from 𝜌 = 33 cm to
𝜌 = 209.8 cm. Over most of the 𝜂-range, the thickness of the end-caps is between 24
and 38 radiation lengths. The end-caps are split into three layers up to |𝜂| < 2.5 with
granularities matching the ones from the barrel region. Beyond |𝜂| = 2.5, the wheels
are divided into only two layers with a coarser granularity.

The relative resolution 𝜎(𝐸)/𝐸 of an energy measurement with the ECal increases
with increasing energy of the incident particles due to the statistical nature of the elec-
tromagnetic showers. The relative resolution of an energy 𝐸 measurement is given
by [50]

𝜎(𝐸)
𝐸 = 10%√GeV

𝐸 ⊕ 0.7%. (3.5)

3.2.6. Hadronic and forward calorimeters
The ECal is enclosed by the hadronic calorimeter (HCal). The HCal is required to be
thick enough to absorb and contain hadronic showers to prevent the punch-through
of particles into the muon system.

The barrel section uses steel as an absorber material. The active material is scin-
tillating tiles. The barrel HCal is therefore referred to as the Tile Calorimeter. It is
segmented into three layers with 1.5, 4.1, and 1.8 interaction lengths (𝜆) in the central
region. The Tile Calorimeter covers |𝜂| < 1.7. It extends from 𝜌 = 2.28 m to 𝜌 = 4.5 m
and is split into 64 azimuthal modules. The readout is facilitated with wave-length
shifting fibers.

The end-cap HCal is built using copper (Cu) absorbers with LAr as the active medi-
um. Each end-cap side consists of two wheels, each made of 32 identical wedge-shaped
modules. The wheels are segmented into two layers, resulting in four HCal layers
per side. The HCal wheels sit directly behind the ECal wheels. The end-caps cover
1.5 < |𝜂| < 3.2 and overlap with the barrel and forward part. Radially, the end-caps
extend from 𝜌 = 47.5 cm to 𝜌 = 203 cm.

High particle fluxes and radiation levels are expected in the forward regions for
|𝜂| > 3.2 from elastic collisions and scattering with small momentum transfer. This re-
gion is instrumented with the dedicated forward calorimeter. The forward calorimeter
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(FCal) extends the coverage up to |𝜂| < 4.9. To prevent neutron contamination of the
ID volume, the FCal is set back by 1.2 m. This limits the overall length and requires
compensation by a denser material. The FCal is split into three layers. The inner layer
is optimized for electromagnetic showers and uses copper as an absorber. The outer
two layers measure hadronic showers and use tungsten (W) as an absorber. All layers
have tubes parallel to the beam axis filled with rods to provide a narrow cylindrical
volume for LAr as the active medium.

Similar to the electromagnetic calorimeter, the relative resolution of an energy mea-
surement increases with increasing energies of incident particles. The relative energy
𝐸 resolution in the barrel and end-cap region is [50]

𝜎(𝐸)
𝐸 = 50 %√GeV

𝐸 ⊕ 3 % (3.6)

and

𝜎(𝐸)
𝐸 = 100 %√GeV

𝐸 ⊕ 10 % (3.7)

in the forward region.

3.2.7. Muon system
The muon spectrometer (MS) comprises the outer-most shell of the ATLAS detector and
defines its overall size. Over a large momentum range, muons interact only minimally
with the detector material and escape the ID and calorimeters without being absorbed.
The goal of the MS is to provide high precision track measurements of muons and
trigger information. A benchmark measurement for the ATLAS detector design is the
decay of a Higgs boson to four muons using only the MS.

The MS is immersed in an eponymous, toroidal magnetic field. In the barrel region
for |𝜂| < 1.4, the field is provided by a large, superconducting air-core toroid magnet.
The magnet is built from eight coils giving the detector its characteristic shape. For
1.6 < |𝜂| < 2.7, superconducting, air-core magnets inserted into the end-caps extend
the volume immersed in a magnetic field. The design ensures a magnetic field that is
mostly orthogonal to the expected muon trajectories allowing a momentum measure-
ment independent from the ID. The bending power is determined by the integral ∫ d𝑠 𝐵
along the muon trajectory 𝑠. In the barrel region with |𝜂| < 1.5, the bending power
ranges from 1.5 to 5.5 Tm. In the end-cap region with 1.6 < |𝜂| < 2.7, the bending
power is between 1 and 7.5 Tm. In the transition region between end-cap and barrel,
the integrated magnetic field is usually lower.

The MS in the barrel region consists of three layers located between 𝜌 = 5 m and
𝜌 = 10 m. The end-caps consist of three layers attached to three wheels per side. The
outer-most wheels are located at |𝑧| = 21.5 m. The majority of the precision space-point
measurements stem from monitored drift tubes (MDT) with a resolution of 35 𝜇m per
chamber. For the end-caps with 2 < |𝜂| < 2.7, the precision tracking is facilitated with
cathode strip chambers (CSC) that provide a high granularity and accommodate the
higher expected muon flux in the end-cap regions. The resolution of the CSC is 40 𝜇m.
An optical alignment system is used to ensure a relative positioning accuracy between
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adjacent modules of 30 𝜇m. High momentum muons are used to ensure the overall
alignment requirement of a few millimeters over the whole detector volume.

The relative momentum resolution for muons with a high transverse momentum
is [50]

𝜎(𝑝T)
𝑝T

∣
𝑝T=1 TeV

= 10 %. (3.8)

Analogous to the ID, the relative resolution improves for smaller momenta. In the re-
gion |𝜂| < 2.4, the MS is instrumented with resistive plate chambers (RPC) in the barrel
region and thin gap chambers (TGC) in the end-caps. The RPC and TGC chambers
are used to deliver trigger information. The MS trigger system also provides a bunch
crossing identifier.

3.2.8. Trigger system
With typical instantaneous luminosity during Run 2, tens of proton–proton collisions
occur at a frequency of up to 40 MHz. It is infeasible to transmit and record the detec-
tor response of every bunch crossing. In Run 2, the ATLAS detector uses a two-stage
trigger system to reduce the data and event rate. The trigger system is a crucial com-
ponent to maximize the use of the available bandwidth and to identify signatures of
interesting events in real-time before the information is discarded.

The first stage of the trigger system (L1) is realized in custom hardware using Field
Programmable Gate Arrays (FPGAs). The L1 trigger system uses information from the
calorimeters and the muon system. Events accepted by the L1 trigger system are read
out and transferred to the high-level trigger. The maximal L1 trigger output rate is
100 kHz. The system must reach a decision to accept the event within 2.5 𝜇s [50].

The high-level trigger (HLT) [59] consists of a computer farm having access to infor-
mation from all detector components. The HLT performs a partial reconstruction of
the events accepted by the L1 trigger similar to the offline event reconstruction. Events
that pass the HLT are recorded permanently. The average output rate is 1 kHz. The
reconstruction time is a function of the instantaneous luminosity. With the conditions
in 2015, the average processing duration reaches approximately 235 ms.

The central trigger system splits the data taking process into luminosity blocks as
a measure in time [60]. Each luminosity block is approximately one minute long and
the detector and data taking conditions including the instantaneous luminosity are
assumed to be constant over the whole luminosity block. A new luminosity block is
started prematurely whenever the conditions change.

3.3. Particle reconstruction and identification
The detector response is processed by reconstruction and identification algorithms to
convert the raw hit and calorimeter cell information into physics objects like electrons
or jets with kinematic properties. Depending on the type of the physics object, a dif-
ferent subset of detector components needs to be considered. The reconstruction and
identification procedure is presented in the following sections for each object type.
Unless otherwise noted, this section is based on Reference [21].
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3.3.1. Track reconstruction
On a superficial level, the track reconstruction algorithm consists of three stages. The
first step is to cluster the hit information from the silicon layers. In the next stage, pat-
terns are recognized to form seed tracks. The last stage selects between several possible
track candidates and thereby solves the inherent ambiguity of hit-to-track assignment.
The reconstruction algorithm is described in detail in References [61, 62].

Adjacent pixels or strips that are above their discrimination threshold are grouped
into clusters. The clusters are converted in turn to three-dimension space-points. For
the SCT, the cluster information from both sides is combined to derive the space-point
location. In the high-density track environment of Run 2, it is challenging to distin-
guish clusters with close proximity. Clusters from two charged particles that overlap
and cannot be distinguished are called merged clusters. If two candidate tracks com-
pete for a cluster that originated from a single charged particle, it is termed a shared
cluster.

To maximize the track quality, the algorithm starts with identifying seed tracks us-
ing only the SCT, then only the pixel detector, and finally the combination of both.
A combinatorial Kalman filter is used to build track candidates from the seed tracks,
including information from the remaining detector components. The procedure can
lead to a set of candidate tracks that compete for the same shared cluster. The next
step solves this ambiguity.

A track score is assigned to each track that quantifies the likelihood that the track
corresponds to the trajectory of a charged particle. Each cluster assigned to a track
increases the track score. The track score is decreased if the track passes active detector
material without a cluster. The absence of a cluster is called a hole. Holes in inactive
regions of the detector, e.g., due to dead modules or at the edge of a sensor, do not affect
the track score. This property of the algorithm is exploited in the SCT noise study in
Chapter 4 for the mark-as-dead strip treatment. Finally, the 𝜒2 of the track fit, and the
momentum of the track is taken into account. Low momentum tracks are penalized
since they typically correspond to incorrect cluster assignments. The track scoring is
repeated iteratively when the shared cluster assignment is updated. A neural network
is consulted to distinguish shared and merged clusters [63]. Unlike in the case of a
shared cluster, two tracks with a merged cluster are not penalized.

The final selection requirements impose conditions on the number of shared clusters,
transverse momentum, the pseudorapidity range, the number of pixel and SCT hits, the
number of holes in both silicon detectors, the impact parameter, and the longitudinal
distance measured with respect to the beamline. Tracks that pass these criteria are
subject to a high precision track fit taking all available information into account.

3.3.2. Electron and photon reconstruction
Electrons and photons lose a significant amount of their energy due to bremsstrahlung
and pair production, respectively, before they reach the ECal. The radiation of brems-
strahlung photons is problematic since they can split into subsequent electron–positron
pairs. Usually, this radiation is limited to a narrow cone and deposits the energy in the
same calorimeter cluster. Electrons and photons have a similar signature in the ECal.
Therefore, the reconstruction of photons and electrons proceeds in parallel.
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The reconstruction of electrons and photons uses a variable-sized cluster termed
supercluster [64]. With superclusters energy loss from bremsstrahlung and pair pro-
duction can be better recovered compared to the previously used fixed-sized sliding
window approach [65, 66]. The algorithm selects connected calorimeter cells above a
noise threshold and all its neighboring cells. If the supercluster exhibits two local max-
ima the cluster is split into two. The track reconstruction follows the standard ID track
reconstruction using regions of interest from fixed-size ECal clusters. The track fitting
is modified to better account for conversion tracks. Electrons are built from superclus-
ters that are matched to a track. Photons are built form superclusters that match a track
from a conversion vertex or do not match any track. A dedicated energy calibration is
used for electrons and photons.

3.3.3. Jets

During the hard-scattering, colored particles emerge from the interaction region and
hadronize. In the detector, this is visible as a large number of particles usually referred
to as a jet. The precise definition of a jet depends on the algorithm used to identify the
jet. The algorithm is required to be invariant under collinear radiation of the emerging
particles and invariant under soft radiation. In a jet, a variety of physics objects can
occur, such as charged and neutral hadrons but also electrons, photons, and muons.
One class of algorithms suitable to cluster the energy deposits and tracks to form jets
are the anti-𝑘𝑡 algorithms [67]. The algorithms iteratively cluster objects 𝑖 defined by
their 4-momenta 𝑝𝑖 into cone-like objects. The algorithm defines two distance measures
between pairs of objects 𝑖, 𝑗 under consideration

𝑑𝑖𝑗 = min (𝑝2𝑝
T,𝑖, 𝑝2𝑝

T,𝑗) ⋅
Δ𝑅2

𝑖𝑗

𝑅2 (3.9)

𝑑𝑖B = 𝑝2𝑝
T,𝑖 (3.10)

where the subscript B refers to the beam line and 𝑅 is a free radius parameter of the
algorithm. The momenta are taken to the 2𝑝-th power, where 𝑝 is an integer param-
eter of the algorithm. The algorithm proceeds as follows: Sort the distances 𝑑𝑖𝑗 and
𝑑𝑖B for all objects under consideration. If the smallest distance is of type 𝑑𝑖B, declare
object 𝑖 a jet and remove it from the list. Otherwise, cluster the objects 𝑖 and 𝑗 with
the smallest distance together into a combined object and remove it from the list. The
steps are repeated until every initial object is either clustered or declared a jet. In anti-𝑘𝑡
algorithms, 𝑝 is negative. We use 𝑝 = −1.

The algorithm can be applied to different input collections. The main part of this
thesis uses PFlow jets that were introduced during Run 2 with 𝑅 = 0.4 [68]. The en-
ergy deposition in topological clusters [69] of the calorimeter that match a track in the
ID is replaced by the momentum measurement from the ID. The anti-𝑘𝑡 algorithm is
applied to clusters that do not match any track and all tracks from the primary vertex.
PFlow jets are an improvement over previous jet algorithms used within the ATLAS
Collaboration as they combine knowledge from both ID and calorimeters. Jets are cali-
brated with a series of corrections to restore their scale to that of jets formed from stable
hadrons with the same algorithm [70].
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3.3.4. Muon reconstruction
The reconstruction of muon tracks starts with a search considering hits only in the
MS. The found tracks are then subject to a combination with information of the other
detector systems. A detailed description of the muon reconstruction in the ATLAS
Collaboration can be found in Reference [71].

Initially, track segments are reconstructed from hits within a single module. Track
candidates are built by combining track segments from different layers of the MS. For
this, a combinatorial search is performed starting from the middle layer of the MS. In
the barrel, at least two segments are required for a track. Segments are selected based
on a combination of hit multiplicity, fit quality, and geometric considerations. A global
𝜒2 fit is applied to the hits of candidate tracks. Outlier hits are discarded while also
recovering hits that are compatible with the trajectory. Tracks are required to satisfy
quality of fit criteria.

For the analysis of Higgs boson decays to a pair of tau leptons, muon track candidates
from the MS are extrapolated to the ID and matched with ID tracks. The combination
is refit with a global track fit.

3.3.5. Hadronic tau leptons
The tau lepton with a mass of 𝑚𝜏 ≈ 1.777 GeV decays to lighter particles after a mean
lifetime of approximately 3 × 10−13 s [14], which amounts to an average travelled dis-
tance of approximately 0.5 mm for a tau with 10 GeV momentum. We can distinguish
leptonic tau decays 𝜏 → ℓ ̄𝜈ℓ𝜈𝜏 with ℓ = 𝑒, 𝜇 and hadronic tau decays 𝜏 → hadrons 𝜈𝜏 .
Leptonically decaying taus are reconstructed as electrons or muons in the ATLAS de-
tector. The small displacement of the tau vertex from the primary vertex has not been
exploited for leptonic decays in the analysis presented in this thesis, so the same re-
construction is used as for prompt electrons and muons. Hadronically decaying taus,
denoted 𝜏had, usually produce a shower in the ECal that extends to the HCal. The
visible decay products of a hadronically decaying tau are referred to as 𝜏had-vis, which
does not include the tau neutrino. For the remainder of this section, the tau neutrino is
neglected. The majority of hadronic tau decays can be categorized in five decay modes
as defined in Reference [72] with either one or three charged hadrons (ℎ±, primarily
𝜋± but also 𝐾± and other mesons) and up to two neutral pions (𝜋0). For the analysis
presented in Chapter 5, we are primarily interested in the charged hadron multiplicity,
the so-called prongness. The charged hadrons shower and deposit their energy inside
a narrow cone in the ECal and HCal. The fractional energy deposition between the
ECal and HCal layers fluctuates. The neutral pions decay to a pair of photons in 99 %
of the cases [14]. The fine granularity of the EM1, see Section 3.2.5, permits resolving
each photon separately, depending on the decay plane and the momentum.

A special algorithm is used to reconstruct hadronically decaying taus [73]. A recur-
rent neural network (RNN) [40] is used to identify reconstructed hadronically decaying
taus and reject potential contamination from quark and gluon-initiated jets [74]. These
two algorithms are detailed in the following. Alternative reconstruction and identifi-
cation algorithms, as well as efficiency measurements, can be found in References [72,
73, 75].

The reconstruction is seeded with jets from the anti-𝑘𝑡 algorithm with 𝑅 = 0.4. For
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Figure 3.3.: Background rejection as a function of hadronic tau identification efficiency
for the RNN used in this thesis and a previously used BDT approach. The
dots indicate the selected efficiency working points [74].

a seed jet to serve as a tau candidate, it needs to satisfy 𝑝T > 10 GeV and |𝜂| < 2.5.
The barycenter of calibrated topological clusters of the calorimeter is used to define
the jet direction. Tracks within a cone of 𝑅 = 0.2 and 𝑝T > 0.5 GeV are used to find the
secondary vertex with the largest momentum sum. Boosted Decision Trees are used to
classify tracks into a core and an isolation region. The number of charged tracks in the
core region determines the prongness of the 𝜏 candidate. Finally, an energy calibration
employing a Boosted Regression Tree is applied.

An RNN is used to identify hadronically decaying taus and to distinguish them from
quark or gluon-initiated jets. The network is split into three input branches. The first
two branches use a Long Short-Term Memory (LSTM) architecture [40] to accommo-
date a variable number of tracks and clusters. The last input branch uses high-level
quantities. The network is trained on an MC sample with 𝛾∗ → 𝜏𝜏 events. Its perfor-
mance is assessed on a 𝛾∗ → 𝜏𝜏 and a dijet sample.

The identification algorithm defines multiple efficiency working points. The tight
working point is defined with a signal efficiency of 60 % (45 %) and achieves a quark
and gluon jet rejection factor1 of 70 (700) for one-prong (three-prong) taus, see Fig-
ure 3.3. An additional Boosted Decision Tree is used to veto electrons misidentified as
one-prong hadronically taus.

1The rejection factor is defined as the average number of jets out of which only a single jet passes the
selection.
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3.3.6. Missing transverse momentum
The momenta carried by the partons in the colliding protons follow the PDFs intro-
duced in Section 2.2.1. The center-of-mass of the hard scatter system is at rest with
respect to the transverse plane, but due to the unknown momentum fractions of each
parton, the center-of-mass system has an unknown Lorentz boost along the beam axis.
Imposing momentum conservation on the decay process, we can measure momen-
tum carried away by undetected particles as a momentum imbalance in the transverse
plane. The missing transverse energy 𝑬miss

T is a vector in the transverse plane quanti-
fying momentum that is missing to restore the transverse momentum balance. Typical
examples of SM processes with sizable 𝐸miss

T involve neutrinos that escape the detector
without interaction.

The quantity 𝑬miss
T is computed from calibrated hard scattering objects (electrons,

muons, hadronic taus, photons, and jets), and a soft term from all tracks originating
from the primary vertex not associated with any hard scatter object. The missing trans-
verse momentum

𝑬miss
T = − ⎛⎜⎜

⎝
∑

𝑖∈hard scattering
𝒑𝑖

𝑇 + ∑
𝑗∈soft term

𝒑𝑗
𝑇

⎞⎟⎟
⎠

(3.11)

is a two-dimensional vector in the transverse plane often described by its magnitude
𝐸miss

T and its 𝜙-orientation. Although 𝐸miss
T is a projection of a three-dimensional mo-

mentum, for historical reasons, it is referred to as an energy.

3.3.7. Mass reconstruction
The final states of 𝑍 → 𝜏𝜏 and 𝐻 → 𝜏𝜏 are characterized by 𝐸miss

T attributed to the
neutrinos created in the subsequent 𝜏 lepton decays. The neutrinos escape the detec-
tor without interaction and carry away momentum. The initial proton-proton system
has no transverse momentum component, which makes it possible to identify 𝐸miss

T
as the vectorial sum of momenta carried by the neutrinos in the final state, see Equa-
tion (3.11). Depending on the combination of 𝜏 decays, we expect between two (fully
hadronic decay) and four (fully leptonic decay) neutrinos in the final state. Without
further assumptions or approximations, it is not possible to disentangle the contribu-
tions to 𝐸miss

T or reconstruct the individual momenta of the neutrinos.
The invariant mass of the initial 𝑍 or 𝐻 boson is important information for the 𝐻 →

𝜏𝜏 analysis. Reconstructing the invariant boson mass requires knowledge of the 4-mo-
menta of all decay products, including the invisible neutrinos. Three alternative meth-
ods to overcome this limitation are described briefly. The methods compute an esti-
mator of the boson’s mass.

The simplest approach is to compute the invariant mass 𝑚vis
𝜏𝜏 of the visible decay

products: the light leptons (ℓ = 𝑒, 𝜇) in case of leptonically decaying taus and the vis-
ible part of the hadronically decaying taus (𝜏had-vis). The visible mass 𝑚vis

𝜏𝜏 of the di-𝜏
system is characterized by a large bias towards smaller masses since this approach ne-
glects the effect of the neutrinos in the final state. The distribution of 𝑚vis

𝜏𝜏 is relatively
wide, directly reflecting the distribution of neutrino 4-momenta.

A more refined approach, the collinear mass approximation [76], uses the assump-
tion that the 𝜏 leptons from 𝑍 or 𝐻 boson decays have a large momentum-to-mass ratio
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and therefore a large Lorentz boost. The Lorentz boost of the 𝜏 leptons restricts their
subsequent decay products to a narrow cone. The collinear mass approach further ap-
proximates the directions of the neutrinos and the visible decay product to be identical,
i.e., collinear, and that the neutrinos are the only source of 𝐸miss

T . The assumptions are
partially motivated by the large rest mass of the 𝑍 (𝑚𝑍 ≈ 91 GeV) and Higgs bosons
(𝑚𝐻 ≈ 125 GeV) compared to the mass of the two 𝜏 leptons (𝑚𝜏 ≈ 1.8 GeV). However,
the approximation works best in case of boosted 𝑍 and 𝐻 bosons which introduces an
additional Lorentz boost for the tau leptons. It is common to parametrize the momen-
tum of the visible decay products

𝑝vis
𝑖 = 𝑥𝑖𝑝𝜏

𝑖 (3.12)

as a fraction 𝑥𝑖 of the tau lepton momentum 𝑝𝜏
𝑖 for each tau, 𝑖 = 1, 2. With this

parametrization, the sum of expected transverse neutrino momenta can be equated
with the measured 𝐸miss

T

∑
𝑖=1,2

( 1
𝑥𝑖

− 1) 𝒑vis
T,𝑖 = 𝑬miss

T (3.13)

in the transverse plane and solved for the unknown parameters 𝑥1 and 𝑥2. The solu-
tions can be used to determine the tau momentum, including invisible decay products
in the collinear approximation, and thus reconstruct the initial mass 𝑚col

𝜏𝜏 . The collinear
mass approximation is characterized by a smaller bias compared to the naive visible
mass 𝑚vis

𝜏𝜏 and a better resolution.
The most involved and computationally expensive approach is the Missing Mass

Calculator (MMC) [77]. The algorithm uses parametrized probability density func-
tions of kinematic properties of the visible and invisible decay products derived from
simulated 𝑍 → 𝜏𝜏 events. From this, a global probability 𝑃 can be computed for any
event topology with hypothesized neutrino momenta. At the LHC, the limited detec-
tor resolution and momentum mismeasurement introduce additional contributions to
𝐸miss

T . The algorithm accounts for this by smearing the 𝐸miss
T of the candidate topology

with an estimate of its resolution. Finding the most likely configuration is equivalent to
maximizing the event probability 𝑃 with respect to the neutrino momentum hypothe-
ses. The MMC employed in Chapter 5 uses a Metropolis-Hastings algorithm [41, 78] to
perform a random walk in the multidimensional parameter space. Each step depends
only on the current position, thus forming a Markov chain. The transition probability
is larger towards positions that maximize the probability 𝑃. The momentum config-
uration that maximizes 𝑃 is taken to compute the invariant mass 𝑚MMC

𝜏𝜏 of the di-𝜏
system.

The MMC is able to reconstruct the invariant mass of 𝑍 or 𝐻 bosons decaying to a
pair of taus with very little bias and sufficient resolution to achieve good separation of
the two processes. A comparison of reconstructed masses applying the three methods
is shown in Figure 3.4. The comparison uses events from all signal regions defined
in Chapter 5. The bosons in a large fraction of the events have a transverse boost of
𝑝𝐻,𝑍

T > 100 GeV improving the resolution of 𝑚col
𝜏𝜏 .
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𝑍 and Higgs boson decays.
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CHAPTER 4

SCT noise threshold optimization

Understand well as I may, my comprehension can only be an infinitesimal fraction of
all I want to understand.

— Ada Lovelace

Like every ATLAS detector component, the SCT is affected by noise. Noise can lead to a
situation where the signal from a strip exceeds the discrimination threshold, although
no charged particle traversed the detector medium. The recorded hits caused by noise
are termed fake hits. With almost 6.3 × 106 strips in total, the effects of noise need to be
understood and considered during the operation of the detector and the reconstruction
of data. Noisy strips are identified and masked such that hits in noisy strips are not
considered during reconstruction. This procedure and its parameters predate Run 1.
This section details the masking procedure, optimizes its performance, and studies
possible alternatives that might be more suited for Run 2 or even Run 3 conditions.
The study uses data from typical LHC fills during Run 2. Potential optimizations were
considered during Run 2, could be implemented in a reprocessing of Run 2 data, or
could be used as a baseline for Run 3 planned to start in 2022.

4.1. Noise and strip masking procedure
For the SCT strip detector, different noise sources need to be considered. The measured
signal is generated by electron–hole pairs in the silicon when charged particles interact
with the detector medium. The induced mirror charges [57] in the readout electrodes
are amplified with a charge-to-voltage circuit and discriminated against an adjustable
voltage threshold. The signal discrimination is performed with an analog compara-
tor that compares the amplified voltage of each strip to a per-strip threshold voltage
created by a digital-to-analog converter. This design allows adjusting the discrimina-
tion threshold on a per-strip basis by reprogramming digital registers, the so-called
TrimDAC registers.
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4. SCT noise threshold optimization

The total number of created electron–hole pairs is subject to statistical fluctuations.
The analog signal amplification and processing chain introduces additional noise (ther-
mal noise, shot noise, and the frequency-dependent 1/𝑓 -noise). Reference [57] offers
a more detailed discussion of noise originating from the statistical charge generation
process and the electronics. The amount of noise increases over the lifetime of the
SCT with increasing instantaneous radiation and accumulated radiation damage to
the modules.

The statistical component and noise introduced by the analog circuitry play an indi-
rect role in the discussion of this study. The dominant cause of a noisy strip is a single
event upset (SEU) in the digital discrimination circuit. An SEU occurs when charged
particles interact with the digital circuit and change the binary state of a register.

We are concerned with SEUs that change the registers that define the discrimination
threshold, for this study. If a bit flip occurs in the TrimDAC register that defines the
threshold for a strip, electrical noise in the strip can cause the signal to frequently (or
continuously) exceed the threshold without any generated electron–hole pairs from
charged particle interaction. The nature of this kind of noisy strips is different from
noise from statistical or electrical sources. A strip starts to be noisy with an SEU and
continues to be noisy until the threshold registers are reprogrammed and recalibrated
every few days or weeks.

Noisy strips can introduce issues in the data reconstruction. The SCT is monitored to
identify and mask noisy strips. The occupancy 𝑦, defined as the probability to observe
a hit in a strip, is a crucial quantity to identify noisy strips. In the prompt calibration
loop of the SCT, the occupancy is estimated individually for each strip with

𝑦 = number of hits
number of bunch crossings (4.1)

considering only empty bunch crossings, i.e., time windows when gaps in the bunch
trains coincide within the detector such that no proton–proton collisions occur inside
the detector. Hits registered during an empty bunch crossing are considered to origi-
nate from noise.

The SCT was designed with an occupancy 𝑦design < 5 × 10−4 [50] for fully irradiated
modules. Based on 𝑦design, the threshold

𝑞 = 3 × 10 × 𝑦design = 1.5 % (4.2)

for the occupancy was defined. Any strip whose occupancy 𝑦 exceeds the threshold 𝑞
is marked as noisy in the calibration loop. The factor 3 in Equation (4.2) is motivated by
the fact that hit detection considers three timing bins as introduced in Section 3.2.2 on
the operation modes of the SCT. The quantity 𝑦 mentioned in Equation (4.1) is subject
to statistical fluctuations. The factor 10 is introduced as a ten-fold margin to avoid
continual classification of strips as noisy.

Hits in strips that were marked as noisy are removed before reconstructing tracks.
This means noise hits do not interfere with track reconstruction, and noise hits are
effectively treated. At the same time, erroneously removed true hits, i.e., hits from
charged particle interactions in strips that were marked as noisy, manifest themselves
as a missing hit, a so-called hole, during track reconstruction and can lead to a worse
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4.2. Figure of merit

Table 4.1.: Summary of physics runs reprocessed for the strip noise threshold optimiza-
tion. The duration of the run is quantified as the number of its luminos-
ity blocks. The minimal and maximal number of pile-up interactions 𝜇 are
rounded to the nearest integer.

Run number Year Month Duration min 𝜇 max 𝜇
338834 2017 October 90 37 57
338846 2017 October 907 22 58
351698 2018 June 268 23 54

tracking performance. The abundance of these artificial holes is expected to be far
smaller than the abundance of fake hits from noise without the noisy strip masking.

This study assesses the impact of different noisy strip thresholds 𝑞 and alternative
treatments of noisy strips to avoid the problem of artificial holes. The parameters are
adjusted to optimize the tracking performance. This optimization is expected to be
a trade-off between tracking precision, i.e., the geometric accuracy of reconstructed
tracks, and tracking efficiency, i.e., the probability of finding the track of a charged
particle interaction.

The study is performed by using three exemplary runs as listed in Table 4.1. For
each run, the calibration loop is rerun with the default threshold 𝑞 = 1.5 % and the
alternative thresholds 𝑞 = 0.15 %, 0.5 %, 5 % to obtain lists of noisy strips depending
on the threshold. The events from each run are then reconstructed with the alternative
masked strip lists. The number of noisy strips as a function of the threshold is shown in
Figure 4.1. A priori, it is not clear if a higher or lower threshold leads to an improvement
of the tracking performance. A higher noise threshold leads to more fake hits that
might reduce the track performance, but on the other hand, a higher threshold also
reduces the number of artificial holes. The inverse is true for a lower threshold.

4.2. Figure of merit
The goal of the study is to optimize the tracking performance. Two figures of merit are
used to assess the performance:

• the number 𝑛 of tracks passing the tight selection criteria as defined in Table 4.2,

• the residual distance 𝑅 measured in 𝜇m, called the residual, between the SCT strip
and the intersection of the fitted track and SCT module plane.

As stated earlier, the simultaneous optimization of both quantities might not be possi-
ble. The optimization should maximize the number of tracks and minimize the resid-
ual. In the case of a correlation between both figures of merits, the optimization trans-
forms into a trade-off decision.

The number of selected, good tracks is readily available by inspecting the recon-
structed event. It is assumed that the number of tracks is approximately proportional
to the tracking efficiency and, therefore, a good proxy.
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Figure 4.1.: The number of strips identified as noisy in run 338846 using four different
noise thresholds 𝑞. In total, there are approximately 6.3 × 106 strips in the
SCT.

Table 4.2.: Summary of the selection criteria for tight and loose tracks as defined in
Reference [79].

Loose track Tight track
Transverse momentum 𝑝T > 400 MeV > 400 MeV
Pseudorapidity |𝜂| < 2.5 < 2.5
Number of hits in silicon detectors ≥ 7 ≥ 9 (for |𝜂| < 1.65)

≥ 11 (for |𝜂| > 1.65)
Number of shared modules ≤ 1 ≤ 1
Number of holes in silicon detector ≤ 2 ≤ 2
Number of holes in pixel detector ≤ 1 0
Number of hits in IBL or 2nd pixel layer ≥ 1
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Figure 4.2.: Typical distribution of residuals for a single luminosity block of run 351698.
The mean of the distribution is −0.10 𝜇m with an RMS width of 56.52 𝜇m.
The statisticaly uncertainties in each bin are too small to be visible.

The residual is used as a measure for the quality of the fitted track. With the resid-
ual, we can detect cases when a track connects hits from two different charged particles
leading to charge misidentification and other issues. As shown in Figure 4.2, the resid-
ual is an oriented quantity with its directions defined by the SCT module geometry
and orientation. For this study, we are only interested in the width of the distribu-
tion taking outliers into account. Therefore we use the root-mean-square (RMS) of the
residuals 𝑅𝑖 of hit 𝑖

RMS[𝑅] = √
1

𝑛hits
∑
hits

(𝑅𝑖 − 𝑅̄)2 (4.3)

centered around the average residual 𝑅̄ as the figure of merit. Often the width of the
distribution RMS[𝑅] is also referred to as the residual.

The values for the residual and the number of tracks are obtained as averages for
all events in a luminosity block. For each luminosity block, the values are paired with
the average number of pile-up interactions 𝜇. This enables the evaluation of the opti-
mization as a function of pile-up interactions 𝜇. Due to beam leveling, most luminosity
blocks have a high number of pile-up interactions. Therefore the study has more sta-
tistical power in the regime of many pile-up interactions.

The presentation here focuses on the performance in the barrel region of the SCT.
It has been confirmed that the conclusions drawn by considering the barrel region are
also valid for the SCT end-caps. The tracks used in this study pass the tight track
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Figure 4.3.: The number of reconstructed tracks (a) and the residual in the barrel re-
gion (b) for run 338846 for different noise thresholds as a function of the
number of pile-up interactions. The shaded bands indicate the statistical
uncertainty.

selection criteria. It has been checked that the results obtained with tight tracks also
apply for the loose track selection as defined in Table 4.2.

4.3. Threshold dependence
Figure 4.3 shows the figures of merit as a function of the pile-up 𝜇 for the different
thresholds 𝑞 for a typical physics run, here run 338846. The equivalent plots for the
other runs listed in Table 4.1 are shown in Figure A.1 in the appendix.

It can be observed that lowering the threshold decreases the number of tracks and
increases the residual. A lower threshold leads to more strips marked as noisy, which
leads to more true hits being removed from noisy strips. The overall smaller number
of hits causes a smaller number of tracks to pass the track identification criteria. On
the other hand, fewer hits will lead to tracks connecting hits from different charged
particle interactions and, therefore, a larger residual.

The default threshold and the threshold 𝑞 = 5 % have similar performance charac-
teristics. Their figures of merit differ only by 1 %. The most significant difference from
the performance with the default threshold can be observed with the lowest threshold
𝑞 = 0.15 %. The lowest threshold leads to a 3 % decrease in the number of tracks with
only a small dependency on the pile-up 𝜇, and a 2 % to 5 % increase in the residual
depending on the pile-up 𝜇.

Considering both figures of merit, the tracking performance increases with an in-
creased threshold. Therefore, only the default threshold and the noise threshold 𝑝 =
5 % are considered for the alternative noisy strip treatment studied in the next section.

The number of tracks appears to be approximately proportional to the average num-
ber of pile-up interactions 𝜇. The residual shows a similar dependence on the pile-up
𝜇. The dependence is much larger than the differences introduced by varying the noise
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Figure 4.4.: Number of holes per track for the default noisy strip treatment and the al-
ternative mark-as-dead procedure for run 338846 as a function of the num-
ber of pile-up interactions. The shaded bands indicate the statistical uncer-
tainty, however, for most bins, the uncertainty is too small to be visible.

threshold 𝑞. This effect is not naively understood and will be discussed in Section 4.5.

4.4. Alternative noisy strip treatment
As already mentioned, for the track reconstruction, hits in SCT strips marked as noisy
are removed. The reconstruction algorithm has no information about the list of noisy
strips, such that there is no difference between a non-noisy strip without a hit and a
noisy strip with removed true or fake hits. If a charged particle traverses a noisy strip,
the strip masking procedure will inadvertently create a hole.

An alternative procedure is called mark-as-dead (MAD). The idea is to mark noisy
strips as dead, which is a property of each strip propagated to the reconstruction al-
gorithm. Missing hits in dead strips do not penalize a track fitted through it, see Sec-
tion 3.3.1. The alternative procedure is expected to decrease the number of holes per
track and increase the track efficiency. For this study, the runs listed in Table 4.1 are re-
processed with the default threshold and the alternative threshold 𝑞 = 5 %, both with
the alternative treatment strategy.

Figure 4.4 shows the number of holes 𝑛𝑜 per track. As a sanity check, it can be verified
that for a given noise threshold 𝑞 the number of holes decreases by switching to the
MAD strategy. The figures of merit for the default and the MAD strategy for run 338846
are shown in Figure 4.5. The number of tracks 𝑛 shows no significant dependence
on the choice of the procedure considering the statistical uncertainties. The residual
increases between 0.1 % and 0.3 % depending on pile-up 𝜇 when using the alternative
MAD procedure. The effect is smaller for a low number of pile-up interactions and for
the 𝑞 = 5 % threshold. It has been confirmed that the other runs in Table 4.1 agree with
the example shown in Figures 4.4 and 4.5.

In conclusion, the alternative procedure reduces the number of holes per track. How-
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Figure 4.5.: The number of tracks (a) and the residual (b) for the default noisy strip
treatment and the alternative mark-as-dead procedure for run 338846 as a
function of the number of pile-up interactions. The shaded bands indicate
the statistical uncertainty.

ever, this does not lead to the expected performance improvement. Considering the
residual 𝑅, using the alternative procedure MAD results in a worse performance. The
results suggest that the current reconstruction algorithm can handle artificially intro-
duced holes from noisy strips very well.

4.5. Pile-up μ dependence
Figure 4.3(b) shows the residual 𝑅 for different noise thresholds 𝑞 as a function of the
number of pile-up interactions 𝜇. The residual 𝑅 shows a much larger dependence on
𝜇 than on the noise threshold 𝑞.

One can argue that with an increasing number of tracks, from pile-up interactions
and the hard scattering, the chance increases that two tracks are close in the detector
and a hit is associated with the wrong track. This effect increases the residual 𝑅. How-
ever, one would also expect an increase in hits per track. Figure 4.6 shows the number
of hits 𝑛h per track decreasing with an increasing number of pile-up interactions. The
findings were confirmed internally by the ATLAS tracking group.

The number of hits per tracks as a function of pile-up can be understood by taking
additional effects into account. In Run 2, the SCT is operated in edge-sensing mode,
i.e., the SCT timing pattern is 01X. If a track creates a hit in a strip, it shadows a hit in the
next bunch crossing in the same strip leading to a hole. With an increasing number of
pile-up interactions, the chance of a pile-up track shadowing a hit in the next bunch
crossing increases. This effect reduces the number of hits per track with increasing
pile-up 𝜇.

The combination of these two effects, pile-up hits increasing the residual 𝑅 and pile-
up tracks shadowing hits, are sufficient to explain the aforementioned observations
qualitatively.
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Figure 4.6.: The number of hits per track for different noise thresholds 𝑞 for run 338846
as a function of the number of pile-up interactions. The shaded bands in-
dicate the statistical uncertainty.

To verify that the unexpected dependence of the residual 𝑅 on pile-up is modeled
correctly in events from Monte Carlo simulation, simulated 𝑡 ̄𝑡 events are created for
eight fixed values of the number of pile-up interactions 𝜇 = 20, 25, … 55. The residual
𝑅 as a function of pile-up 𝜇 is shown in Figure 4.7 for run 338846 and the simulated 𝑡 ̄𝑡
sample. The simulated residual is 2 % to 5 % smaller than the one measured in data.
Qualitatively, the increasing trend is modeled correctly in Monte Carlo.

4.6. Conclusion
The results of the noisy strip optimization are summarized in Figure 4.8. The summary
plot shows the two figures of merit for different noise thresholds 𝑞, different physics
runs, and the alternative noisy strip treatment procedure. The values are averaged
over the pile-up interval 𝜇 ∈ [52, 54]. The points should be in the lower right corner to
improve the tracking performance for both figures of merit. We see an improvement
in both figures of merit by raising the threshold from 𝑞 = 1.5 % to 𝑞 = 5 %. However,
the improvement is small compared to other effects, such as run-to-run fluctuations.

The alternative noisy strip masking procedure improves the tracking performance
with regard to the number of tracks but deteriorates the performance with respect to
the residual 𝑅. It is ambiguous whether the alternative procedure leads to a better
tracking performance.

Weighting the small relative improvement to the large amount of computing re-
sources required to reprocess the full Run 2 dataset with the updated threshold, it
has been decided to keep the threshold at 𝑞 = 1.5 % for Run 2.

In the upcoming data-taking period of the LHC, Run 3, the average amount of pile-up
events, the fluence, and therefore also the radiation damage is expected to increase. It
might be necessary to increase the noise threshold 𝑞 to prevent marking a large number
of strips as noisy. In that context, the study provides valuable insight. Increasing the
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4.6. Conclusion

threshold will reduce the number of noisy strips, and at the same time, the study shows
the increase does not negatively impact the tracking performance.
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CHAPTER 5

Measurement of the Higgs boson production
cross section

Broadly speaking, data is structured information with potential for meaning.
— Scott Murry

Measuring the coupling between 𝜏 leptons and the Higgs boson is an important test
of eletroweak (EW) symmetry breaking in the SM. Since the mass of the 𝜏 lepton is
known precisely [14], the SM gives testable predictions about the coupling strength. In
this analysis, the product of the branching ratio of a Higgs boson decaying to a pair of
taus and the production cross section of the Higgs boson in 𝑝𝑝 collisions is measured.
At the time of writing, measuring this decay channel gives the most precise results
for the Higgs coupling to leptons since the 𝜏 lepton, being a third-generation charged
lepton, is by far the heaviest lepton.

Measuring the cross section has also been pursued in Run 1 by the ATLAS and
CMS collaborations. The Run 1 dataset recorded by the ATLAS detector yielded ev-
idence for the decay at a significance of 4.5 𝜎 (3.4 𝜎 expected) [80]. The combina-
tion with the Run 1 CMS result [81] achieved the first experimental observation of the
Higgs boson decay to a pair of 𝜏 leptons at a significance of 5.5 𝜎 (5.0 𝜎 expected) [82].
The ATLAS single-experiment observation was achieved by combining results derived
from the data recorded in 2015 and 2016, corresponding to an integrated luminosity
of 36 fb−1, and the Run 1 measurement [83]. The decay was observed at a significance
of 6.4 𝜎 (5.4 𝜎 expected). The larger observed significance is attributed to the larger-
than-expected significance in Run 1. The focus of previous publications was on the
observation of the decay. The focus has now shifted to performing precision measure-
ments which allows the comparison to SM predictions.

The analysis presented in the following and published in Reference [84] measures
the cross section times branching ratio of 𝑝𝑝 → 𝐻 → 𝜏𝜏 using the full Run 2 dataset
with an integrated luminosity of 139 fb−1. Unlike the Run 1 and partial Run 2 publi-
cations by the ATLAS Collaboration, this analysis targets all four major Higgs boson
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production mechanisms at the LHC, namely 𝑔𝑔F, VBF, 𝑉𝐻, and 𝑡 ̄𝑡𝐻. For the 𝑉𝐻 pro-
duction mode, the analysis is restricted to hadronic decays of the weak boson. The
analysis is furthermore limited to fully hadronic decays of the associated top quarks
and tau leptons for the 𝑡 ̄𝑡𝐻 production mode. The leptonic modes of these processes
are explored in separate ATLAS analyses [85–87]. The analysis of the full Run 2 dataset
is an opportunity to study 𝐻 → 𝜏𝜏 and measure the cross section with unprecedented
precision.

The analysis on the full Run 2 dataset is an improvement over the previous Run 2
publication. Besides the 4-fold increase in measured data events, the analysis grew
also in terms of its complexity, its techniques, and its computational requirements.
The 4-fold increase in terms of integrated luminosity is accompanied by an at least
4-fold increase in the number of simulated MC events adding to the required com-
puting power. The number of measured parameters of interest and the number of
measured production modes is increased by a factor of three and two, respectively.
The use of several machine-learning techniques adds to the intricacy of the analysis.
Furthermore, the complexity of the fit model and its run time increased due to the
treatment of 𝑍 → 𝜏𝜏 background and the overall gain in statistical power that allows
to define more analysis categories and requires more careful assessment of systematic
uncertainties. Consequently, the effort is visible in a more precise measurement of the
Higgs boson production cross section times branching ratio.

Besides the complexity of the analysis, the measurement is challenging for a number
of other reasons. The main reasons are the large number of background events from
𝑍 → 𝜏𝜏, neutrinos in the final state leading to a poor mass resolution, and misidenti-
fied objects (fakes). The 𝜏 lepton in the final state is a short-lived particle that usually
decays before it reaches the detector. It can decay either leptonically into an electron or
muon and two neutrinos (𝜏 → ℓ ̄𝜈ℓ𝜈𝜏), or into hadrons and a neutrino (𝜏 → hadrons 𝜈𝜏).
Leptonically decaying taus are reconstructed as electrons or muons. They are treated
as prompt electrons or muons in the analysis. The possibility to measure a vertex dis-
placement stemming from the 𝜏 lifetime is not pursued in this analysis. For the re-
mainder of the thesis, leptonically decaying 𝜏 leptons are denoted 𝜏lep, or more specif-
ically, 𝜏𝑒 and 𝜏𝜇. Electrons and muons are collectively referred to as light leptons or
ℓ. Hadronically decaying 𝜏 leptons, on the other hand, have a complex signature in
the ID and calorimeter that makes identification and reconstruction difficult, see Sec-
tion 3.3.5. Hadronically decaying 𝜏 leptons are referred to as 𝜏had.

The remainder of this chapter describes the analysis in more detail, discusses the use
of machine learning to improve the sensitivity, and presents its final result.

5.1. Analysis strategy
The branching ratio of a tau lepton to light leptons is approximately 35.7 % [14]. The rel-
ative contributions to di-𝜏 decays arising from different combinations of leptonic and
hadronic decays are shown in Figure 5.1. The composition of background processes
depends on the combination of hadronic and leptonic decays of the two 𝜏 leptons. The
analysis is therefore split into three analysis channels, depending on the multiplicity of
leptonically (or hadronically) decaying 𝜏 leptons: 𝜏𝑒𝜏𝜇, 𝜏lep𝜏had, and 𝜏had𝜏had. In con-
trast to the first Run 2 measurement, the same-flavor 𝜏𝑒𝜏𝑒 and 𝜏𝜇𝜏𝜇 channels have been
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12.8 %
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Figure 5.1.: Expected fractions of leptonic and hadronic tau lepton decay multiplicities
in 𝐻 → 𝜏𝜏 decays. The 𝜏lep𝜏lep contribution includes same-flavor 𝜏𝑒𝜏𝑒 and
𝜏𝜇𝜏𝜇 decays.

dropped from the analysis. The decision is motivated by the relatively small branching
ratio of the fully leptonic channel and the small sensitivity of the same-flavor channel
due to the large background from 𝑍 → ℓℓ. The event selection for each channel is
summarized in Section 5.3.2.

The largest background process in the signal regions of all channels is 𝑍 → 𝜏𝜏.
The process has the same final state as the Higgs boson signal except for the spin cor-
relation of the two taus not exploited in this analysis and the difference in invariant
mass 𝑚𝜏𝜏 . Getting a precise estimate for 𝑍+jets background events in the signal re-
gion is paramount for the analysis. The analysis employs data-driven techniques to
avoid reliance purely on Monte Carlo simulated samples. The procedure is described
in Section 5.4.1.

Another significant contribution in the signal regions originates from events with a
falsely identified hadronically decaying tau, electron or muon. In all three channels,
data-driven methods are implemented to estimate the number of events in the signal
region. For the 𝜏𝑒𝜏𝜇 channel, the data-driven method is concerned with events where
a jet is misidentified as an electron or muon. Muons are identified with high accuracy
such that fake muons are rare. In the 𝜏lep𝜏had channel, the data-driven method esti-
mates the contribution from events with a jet misidentified as a hadronically decaying
𝜏. In the 𝜏had𝜏had channel, the data-driven method is used to predict the number of
events where one or both identified hadronically decaying 𝜏 originate from jets. The
data-driven methods are described in Section 5.4.2.

Backgrounds with smaller contributions to the signal regions, such as events from 𝑡 ̄𝑡
and diboson production are taken from simulation. A detailed description of the MC
samples used in this analysis can be found in Section 5.2. Typical tree-level Feynman
diagrams for all background processes are shown in Figure 5.2.

The signal region categories follow the selection criteria defined in the STXS frame-
work. For VBF, 𝑉𝐻, and 𝑡 ̄𝑡𝐻 the categories correspond to the stage 0 phase spaces. For
these three Higgs boson production modes, machine learning classifiers are used to
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Figure 5.2.: Example leading-order production Feynman diagrams of the main back-
ground of the analysis: 𝑍 → 𝜏𝜏 with the same final state as the Higgs
boson signal (a), 𝑊+jets with a misidentified jet as a tau or an electron (b),
events with two bosons (c), and 𝑡 ̄𝑡 with subsequent decays to 𝑏 quarks and
𝑊 → 𝜏𝜈𝜏 (d).
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increase the signal sensitivity. Six additional analysis categories are defined for each
channel that target merged stage 1.2 STXS bins of the 𝑔𝑔F production mode, see Fig-
ure 2.6. The signal region categories defined in this way are used for a measurement
of the total cross section times 𝐻 → 𝜏𝜏 branching ratio, for the cross section split by
production mode, and a nine-bin STXS measurement.

5.2. Samples
The background and signal prediction is taken from Monte Carlo (MC) simulation for
most of the processes. The exception to this is the data-driven fake method described
in Section 5.4.2. The normalization of 𝑍+jets is measured in situ in control regions
as described in Section 5.4.1. However, in both cases, the contamination from other
processes is estimated with MC samples. Table 5.1 summarizes the MC used to model
the signal background processes of this analysis. For all samples, a detailed detector
simulation is performed based on Geant4 [88].

MC events for the main Higgs production mode at the LHC, 𝑔𝑔F, with an expected
cross section of 48.6 pb, are generated using Powheg Box v2 [89–93] in combination
with a reweighting technique [94–97] to achieve next-to-next-to-leading order (NNLO)
accuracy in QCD. The parton shower is created with Pythia 8.230 [98] using the AZNLO
tune [99]. For this sample, the PDF4LHC15NNLO PDF set [100] is used. The MC sam-
ple is normalized to the cross section computed at next-to-next-to-next-to-leading or-
der (N3LO) in QCD plus next-to-leading order (NLO) electroweak corrections [28, 101–
110].

The events for the VBF production mode with an expected cross section of 3.78 pb are
generated using Powheg Box v2 at NLO in QCD. The computation takes effects due to
the finite heavy quark masses and soft-gluon resummation up to next-to-leading log-
arithms (NNLL) into account. The parton shower is created with Pythia 8.230 using
the AZNLO tune. For this sample, the PDF4LHC15NLO PDF set is used. The MC sam-
ple is normalized to a cross section computed at NNLO in QCD and NLO electroweak
corrections [111–113].

The MC dataset for Higgs boson production in association with a vector boson (𝑉𝐻,
2.25 pb) is simulated using Powheg Box v2 at NLO accuracy for 𝑉𝐻 with an additional
jet. The parton shower is created with Pythia 8.230 using the AZNLO tune. For this
sample, the PDF4LHC15NLO PDF set is used. The sample is normalized to the cross
section computed at NNLO in QCD with electroweak corrections at NLO. The loop-
induced 𝑔𝑔 → 𝑍𝐻 is normalized separately at NLO and NNLL accuracy in QCD [114–
119].

The events for the Higgs boson production mode in association with a pair of top
quarks (𝑡 ̄𝑡𝐻, 0.51 pb) or a pair of bottom quarks (𝑏 ̄𝑏𝐻, 0.64 pb) are generated using
Powheg Box v2 at NLO in QCD. For 𝑡 ̄𝑡𝐻, the decay of charm and bottom quarks is sim-
ulated with EvtGen 1.6.0 [120]. The parton shower is created with Pythia 8.230 using
the A14 tune [121]. The NNPDF3.0NNLO PDF set [122] is used for this sample. The
dataset is normalized to the cross section computed at NLO in QCD. In the case of 𝑡 ̄𝑡𝐻,
the normalization takes additional electroweak corrections at NLO into account [28,
123–127].

The events from the 𝑡𝐻 process with a cross section of 0.092 pb are considered in
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the analysis but expected to be negligible. The sample is simulated with the Mad-
Graph5_aMC@NLO 2.6.2 generator [128]. The parton shower is created with Pythia
8.230 using the A14 tune. The CT10 PDF set is used for the sample. The MC sample is
normalized to the cross section computed at NLO in QCD [129, 130].

Background events with a weak boson and jets from QCD processes (𝑉+jets) are gen-
erated using Sherpa 2.2.1 [131] at NLO with up to two parton emissions and at leading-
order (LO) for up to four parton emissions. The computation employs the Comix [132]
and OpenLoops [133–135] libraries. In contrast to 𝑉+jets QCD processes, the events
from electroweak𝑉+jets processes are generated at leading order with up two parton
emissions. The matrix elements are matched with the Sherpa parton shower [136] fol-
lowing the MEPS@LO prescription [137–140]. The sample uses the NNPDF3.0NNLO
PDF set. The cross section of the MC sample is normalized to NNLO predictions [141].

The 𝑡 ̄𝑡 background is generated using Powheg Box v2 at NLO. The decay of bottom
and charm quarks is treated as in the 𝑡 ̄𝑡𝐻 case. The parton shower, the hadronization,
and the underlying event are created with Pythia 8.230 using the A14 tune. The sam-
ple uses the NNPDF3.0NNLO PDF set. The dataset is normalized to NNLO in QCD,
including the resummation of soft-gluon terms at NNLL from Top++ [142–148].

The single top background uses the Powheg Box v2 generator at NLO in QCD, em-
ploying the five flavor scheme. The sample uses the NNPLDF3.0NLO PDF set. The
parton shower is created with Pythia 8.230 using the A14 tune. The cross section of the
sample is normalized to predictions at NLO in QCD.

The events of the diboson background process are generated with Sherpa 2.2.1 or
2.2.2, depending on the process, at NLO in QCD with one additional parton emission
and LO for up to three emissions. Loop-induced 𝑔𝑔 → 𝑉𝑉 processes are considered
at LO with up to one parton emission. The dataset uses the NNPDF3.0NNLO PDF set.
The MC sample cross section is normalized to NLO predictions.

The 𝑝𝑝 data events used in the analysis were recorded in the data-taking period of
the ATLAS detector between 2015 and 2018. Only events that satisfy quality conditions
are considered in the analysis. The data set corresponds to an integrated luminosity
of 139 fb−1.

5.3. Object definition and event selection

The analysis uses the object reconstruction defined in Section 3.3 and applies addi-
tional criteria. The definition of the physics objects in the next section is used to count
the number of objects. The multiplicities of electrons, muons, and hadronic taus are
used to assign events to the analysis channels. The specific channels usually apply
additional tighter object selection criteria. A description of the triggers used for the
analysis in each channel can be found in Reference [84].

5.3.1. Object definition

The interaction vertex with the largest sum of track momenta associated with the vertex
is chosen as the primary vertex of the hard interaction. Other vertices are assumed to
be pileup interactions or from long-lived secondary particles.
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5. Measurement of the Higgs boson production cross section

Electrons are required to pass the loose identification working point. Kinematically,
they are required to have transverse momentum 𝑝T > 15 GeV and be within the central
detector region (|𝜂| < 2.47) covered by the ID. For the signal region, the crack region
between barrel and end-cap with 1.37 < |𝜂| < 1.52 does not provide precise electron
identification and energy measurements. Electrons in this range are excluded. Elec-
trons in the 𝜏𝑒𝜏𝜇 and 𝜏lep𝜏had channels are additionally required to pass the medium
identification working point and the loose isolation working point [64]. For electrons
with 𝑝T = 15 GeV, the identification efficiency is 80 %. The isolation efficiency is 90 %.
The transverse momentum threshold is higher than the trigger threshold to ensure to
work in a region with constant efficiency (trigger plateau). It has not been attempted
to distinguish taus decaying to electrons from prompt electrons.

Muons are required to pass the loose identification working point [149], have a min-
imum transverse momentum of 𝑝T > 10 GeV, and be in the central detector region
|𝜂| < 2.5. The identification criteria have an efficiency of 97 %. For muons in the 𝜏𝑒𝜏𝜇
and 𝜏lep𝜏had channels, the tight isolation requirement is applied with an efficiency of
85 % for muons at the momentum threshold [149]. Similar to the electrons, the mo-
mentum threshold is increased in the leptonic channels. This ensures that the muons
are in the efficiency plateau of the muon triggers. No effort has been made to identify
muons from taus decays compared to prompt leptons.

The visible decay products 𝜏had-vis from hadronic tau decays are reconstructed start-
ing from anti-𝑘𝑡 jets. The 𝜏had-vis are required to pass the transverse momentum thresh-
old 𝑝T > 20 GeV and be in the central detector region with |𝜂| < 2.47, excluding the
transition region between the barrel and end-cap ECal with 1.37 < |𝜂| < 1.52. The
sum of the charges of each track associated with the hadronic 𝜏had-vis must be ±1. In
the case of a single track, the 𝜏had-vis is referred to as 1-prong tau. In the case of three
tracks, the 𝜏had-vis is referred to as 3-prong tau. Reconstructed taus with other track
multiplicities are rejected. The visible decay products need to pass a very loose RNN
score with an efficiency of 95 % [74].

In the fully hadronic channel 𝜏had𝜏had, the hadronic taus are required to match the
hadronic tau candidates identified by the trigger. The 𝑝T threshold is tightened to be in
a region with constant tau trigger efficiency. In the 𝜏lep𝜏had channel, only the 𝜏had with
the largest transverse momentum is considered. All other tau candidates are treated as
jets. To reject events with an electron misidentified as a 1-prong tau, 1-prong 𝜏had are
required to pass the medium electron-BDT working point with an efficiency of 85 %.
Additionally, to achieve a larger background rejection, the momentum threshold is
raised to 𝑝T > 30 GeV. In both channels, the medium identification working point
is required with an efficiency of 75 % and 60 % for 1-prong and 3-prong taus, respec-
tively [74].

Jets are reconstructed using an anti-𝑘𝑡 algorithm described in Section 3.3 with the
radius parameter 𝑅 = 0.4. Jets need to exceed the transverse momentum threshold of
𝑝T > 20 GeV. A Jet Vertex Tagger [150] is used to assign jets to the interaction vertices.
Jets with 𝑝T < 60 GeV and |𝜂| < 2.5 that are not associated with the primary vertex
are removed. Similarly, the forward Jet Vertex Tagger [151] is used to remove jets with
𝑝T < 60 GeV and |𝜂| > 2.5 that are not associated with the primary vertex.

Jets with secondary vertices from long-lived 𝑏-hadrons are tagged with the DL1r
algorithm [152, 153]. The 𝑏-tagged jets must pass the momentum threshold of 𝑝T >
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20 GeV and be within the central region of the detector |𝜂| < 2.5 instrumented by the
ID. In the leptonic channels 𝜏lep𝜏lep and 𝜏lep𝜏had, events with 𝑏-tagged jets are rejected
using the 85 % efficiency working point. In the fully hadronic channel, the 70 % work-
ing point is used to improve the sensitivity.

5.3.2. Event selection
The event selection differs between the three analysis channels due to the different
signal final states but also due to different backgrounds relevant to the channels.

In the fully leptonic channel 𝜏𝑒𝜏𝜇, exactly one electron and one muon are required.
The same flavor channel with two electrons or two muons is not considered in this
analysis due to the relatively small sensitivity of the channel. The light leptons must
have opposite charges to reject events from 𝑉+jets and 𝑡 ̄𝑡 background. The invariant
mass 𝑚𝑒𝜇 of the two leptons must be within the interval [30, 100] GeV. The signal re-
gion overlaps partially with the 𝐻 → 𝑊𝑊∗ ATLAS analysis [154]. To ensure that the
analyses can be used independently in a statistical combination, we enforce orthogo-
nality by requiring the collinear mass 𝑚coll to satisfy 𝑚coll > 𝑚𝑍 − 25 GeV ≈ 66.2 GeV.
The inverse condition is applied in the 𝐻 → 𝑊𝑊∗ analysis. Events from processes
with top quarks are suppressed by rejecting events with 𝑏-tagged jets (𝑏-veto). At least
one jet with transverse momentum 𝑝T > 40 GeV is required to further suppress back-
ground processes. Additionally, the angular cuts Δ𝑅𝑒𝜇 < 2 and Δ𝜂𝑒𝜇 < 1.5 are applied
to the leptons rejecting events with two light leptons from independent decays and
implicitly requiring a minimal momentum for the boosted Higgs boson.

In the semileptonic channel 𝜏lep𝜏had, exactly one light lepton and one hadronic tau
must be present in the event. Analogous to the 𝜏𝑒𝜏𝜇 channel, the light lepton and the
tau must have opposite charges. The transverse mass

𝑚T = √2𝑝ℓ
T𝐸miss

T (1 − cos Δ𝜙) (5.1)

of the light lepton and 𝐸miss
T system is used to reject events with leptonic 𝑊 decays

where Δ𝜙 denotes the angle between the light lepton and 𝐸miss
T in the transverse plane.

Events are required to satisfy 𝑚T < 70 GeV. At least one jet with 𝑝T > 40 GeV must
be present. Background from 𝑡 ̄𝑡 processes is rejected by vetoing any event with a 𝑏-
tagged jet. The angular conditions from the fully leptonic channel are also applied in
the 𝜏lep𝜏had channel using Δ𝑅ℓ𝜏 < 2.5 and Δ𝜂ℓ𝜏 < 1.5.

In the fully hadronic channel 𝜏had𝜏had, exactly two hadronic taus passing the re-
quirements defined in Section 5.3.1 must be in the event. One tau lepton must satisfy
𝑝T > 40 GeV. Contributions from 𝑊+jets and 𝑡 ̄𝑡 background processes are suppressed
by selecting events with opposite charges of the taus. The low 𝑝T threshold of the
𝜏had-vis makes it mandatory to add the conditions Δ𝑅𝜏𝜏 > 0.6 on the separation of
the taus and to require at least one jet with 𝑝T > 70 GeV within |𝜂| < 3.2. Besides the
required minimal angular separation, the same angular conditions as in the 𝜏lep𝜏had
channel are applied to the two hadronic taus using Δ𝑅𝜏𝜏 and |𝜂𝜏𝜏 |. The fully hadronic
channel is used to measure the 𝑡 ̄𝑡𝐻 production cross section. Except for the signal
category designated for 𝑡 ̄𝑡𝐻 measurements, events with a 𝑏-tagged jet are rejected.

Since the final states in all channels involve at least two neutrinos, a small amount
of 𝐸miss

T is expected in signal events. The events used in the analysis must have a min-
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imal missing transverse momentum of 𝐸miss
T > 20 GeV. Finally, conditions on the mo-

mentum fractions 𝑥1,2 carried by the visible tau decay products computed with the
collinear approximation, see Equation (3.12), are applied. For all channels, the mo-
mentum fractions must be at least 0.1. The momentum fraction of the leptonic decay
must be smaller than 1.0 (1.2) in the 𝜏𝑒𝜏𝜇 (𝜏lep𝜏had) channel. The momentum fraction
of the 𝜏had-vis must be smaller than 1.4. These conditions ensure the good performance
of the mass reconstruction.

The 𝑚MMC
𝜏𝜏 mass distribution for the inclusive signal regions VBF, 𝑉𝐻, and 𝑔𝑔F are

shown in Figure 5.3 combined for all channels.

5.3.3. Event categorization

The event categorization is driven by the phase space regions defined in STXS stage 1.2
while some of the bins are merged to optimize the expected statistical power in each
bin. The signal categories defined in this section are used for the global cross section
measurement, for the measurement of the cross section per Higgs boson production
mode, and for the nine-bin STXS measurement. Additionally, the nine-bin STXS mea-
surement is used in the Higgs boson combination described in Chapter 6.

Like the STXS bin definition, the categories are first split by production mode. Cat-
egories for VBF, 𝑉𝐻, and 𝑡 ̄𝑡𝐻 are further split into signal-enriched and background-
enriched subcategories using machine-learning techniques. Events in the boosted cat-
egories targeting boosted 𝑔𝑔F topologies are split based on Higgs boson 𝑝T and jet
multiplicity. The categorization is performed as a chain. If an event fails the section
criteria for one category, it is tested against the remaining categories in the chain one
by one. Events can only end up in a single exclusive category or may not be considered.

For events from the 𝜏had𝜏had channel to enter the 𝑡 ̄𝑡𝐻 category, conditions on the
number of jets and 𝑏-tagged jets are imposed. The target topology 𝑡 ̄𝑡𝐻 with fully
hadronic tau and top quark decays consists of six jets, with two of them tagged as
𝑏-quark jets. To account for inefficiency in the reconstruction algorithms, tagging al-
gorithms, and acceptance cuts (e.g., 𝑝𝑗

T), exactly one of these multiplicities is allowed
to be lower by one unit. Therefore, either at least five jets with at least two of them 𝑏-
tagged are required, or at least six jets with at least one of them 𝑏-tagged are required.

Additionally, in the 𝑡 ̄𝑡𝐻 category, BDTs are used to reject background events from
𝑍 → 𝜏𝜏 and 𝑡 ̄𝑡, respectively. Several methods have been assessed to combine the scores
from the two BDTs. No improvement over simple rectangular cuts could be found.
The BDTs are used to define a signal-enriched category and a background-enriched
category. Events are assigned to either category. Events that fail the selection imposed
by either or both BDTs are assigned to the background-enriched region. The signal
and background-enriched categories are denoted ttH_1 and ttH_0, respectively. The
𝑡 ̄𝑡𝐻 signal purity in the two categories is 92 % and 74 %, respectively.

For events from all three analysis channels to enter the VBF categories, jets must
not be 𝑏-quark tagged. In alignment with the STXS bin definitions, the condition 𝑚𝑗𝑗 >
350 GeV is placed on the invariant mass of the two leading jets, which for VBF events are
usually the two jets in the forward and backward directions. Furthermore, a condition
on the transverse momentum of the subleading jet of 𝑝T > 30 GeV is implemented. To
further exploit the characteristic topology of VBF events and reject background events
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Figure 5.3.: Invariant mass 𝑚MMC
𝜏𝜏 distributions in the VBF (a), 𝑉𝐻 (b), and 𝑔𝑔F (c) sig-

nal region categories. The histograms show the combination of all analysis
channels. The hatched band and the error bars indicate statistical uncer-
tainties of the background expectation and measured data, respectively.
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from 𝑍 → 𝜏𝜏, the two forward and backward jets must be in opposite hemispheres
(split at 𝜂 = 0) and have a large separation in pseudorapidity of Δ𝜂𝑗𝑗 > 3.

Furthermore, the decay products of the Higgs boson must be inside the pseudora-
pidity gap of the two forward and backward jets. From previous rounds of the anal-
ysis, it is known that systematic uncertainties related to contaminations from 𝑔𝑔F and
𝑍 → 𝜏𝜏 processes are a limiting factor. To reduce the impact, a BDT, and alternatively,
a NN is trained, exploiting the VBF event topology to reject these two background
and signal processes, see Section 5.5. In case of the BDT, the signal and background-
enriched categories are denoted VBF_1 and VBF_0, respectively.

The 𝑉𝐻 category is comprised of events from all analysis channels that feature two
jets from the subsequent decay of the weak boson 𝑉. The criterion on the invariant
mass of the two jets is 60 GeV < 𝑚𝑗𝑗 < 120 GeV. The transverse momentum of the
subleading jet must satisfy 𝑝T > 30 GeV. To enhance the purity of 𝑉𝐻 signal compared
to other signal processes, a BDT is trained to reject all other Higgs production modes.
The BDT is optimized to minimize the uncertainty of the measured 𝑉𝐻 cross section.
The BDT is not used to reject background processes. Based on the BDT score, events
are either assigned to a signal-enriched or background-enriched category. The signal
and background-enriched categories are denoted VH_1 and VH_0, respectively.

Lastly, any event that did not match any of the aforementioned categories is consid-
ered for the boosted categories used to measure the 𝑔𝑔F cross section with a boosted
Higgs boson. The transverse momentum of the Higgs boson 𝑝𝐻

T is estimated using
the vectorial sum in the transverse plane of the visible Higgs boson decay products
and 𝐸miss

T . Events that do not satisfy 𝑝𝐻
T > 100 GeV are discarded. Following the STXS

bin definition, categories are defined for 100 GeV < 𝑝𝐻
T < 120 GeV, 120 GeV < 𝑝𝐻

T <
200 GeV, 200 GeV < 𝑝𝐻

T < 300 GeV, and 300 GeV < 𝑝𝐻
T . Due to the expected statistical

power and in alignment with the STXS framework, the two categories with the lowest
𝑝𝐻

T are subdivided by the multiplicity of jets with 𝑝𝑗
T > 30 GeV. Events with a single

jet and events with at least two jets are placed in separate categories. In total the anal-
ysis consists of six boosted categories per channel. The categories are enumerated in
order of increasing 𝑝𝐻

T . For the categories with 𝑝𝐻
T < 200 GeV, the suffix _eq1J (_ge2J)

is added in case of exactly one (two or more) jets.

5.4. Background estimation
As already discussed in the introduction of this chapter, the major background pro-
cesses are 𝑍 → 𝜏𝜏 and events with misidentified 𝜏 leptons. Besides these backgrounds,
contributions from processes with top quarks, two weak bosons (diboson), or 𝑍 → ℓℓ
need to be considered in the signal regions. The distributions in the signal region
are estimated using MC samples. Figure 5.4 shows the 𝑚MMC

𝜏𝜏 distribution in selected
analysis categories for each channel independently to illustrate the modeling of back-
ground processes.

5.4.1. Z+jets estimate
The dominant background process for the 𝐻 → 𝜏𝜏 analysis is 𝑍 → 𝜏𝜏. The contri-
bution in the signal regions is typically around 60 % but can go up to approximately
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Figure 5.4.: Mass distributions in the sum of all boosted categories (left) and the
VBF_0 category (right). The histograms are split into the analysis channels
𝜏𝑒𝜏𝜇 (top), 𝜏lep𝜏had (middle), and 𝜏had𝜏had (bottom). The hatched band
and the error bars indicate statistical uncertainties of the background ex-
pectation and measured data, respectively. The difference between data
and the background estimation around the 𝑍 peak (f) is attributed to the
normalization of the 𝑍+ jets process later measured in situ.
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5. Measurement of the Higgs boson production cross section

93 % in the 𝜏had𝜏had boost_2 category. The tree-level process is fully described by the
electroweak interaction, has been measured with high precision at LEP, and can be
computed with high precision. For the analysis, however, we require at least one jet
in the event. The origin of the additional jet in the 𝑍 → 𝜏𝜏 sample stems from quark
or gluon emission in the initial state (or potentially from pile-up). These emissions
are predominantly described by QCD and pose a challenge for MC generators. The jet
multiplicity, their momentum spectra, and the overall normalization are usually not
modeled well in the 𝑍+jets sample, thus affecting the number of events passing the
analysis event selection.

A common analysis technique is to define control regions pure in 𝑍+jets to measure
the normalization and therefore mitigate this issue. For 𝐻 → 𝜏𝜏, applying this method
is difficult due to the similarities between the process and the Higgs boson signal. The
𝑍 → 𝜏𝜏 background process differs in the invariant mass of the di-𝜏 system, but due
to the width of the 𝑍 boson and the mass reconstruction resolution, the mass criterion
is not sufficient to define a control region pure enough in 𝑍 → 𝜏𝜏. The final states also
differ in their spin correlation between the two taus since the 𝑍 is a spin-1 particle and
the Higgs boson is a scalar with spin 0. However, it is difficult to measure the helicity
of the taus.

To profit from the recorded dataset and reduce the dependence on the modeling in
simulation, a simplified technique called kinematic rescaling [84, 155], described in the
following was employed for this analysis.

The kinematic rescaling defines a control region consisting only of 𝑍 → ℓℓ events
with ℓ = 𝑒, 𝜇. The control region has no overlap with the different flavor 𝜏𝑒𝜏𝜇 channel.
Besides the difference in lepton flavor, the control regions are designed to mimic the
event selection of each signal region category.

Applying the same kinematic requirements on the visible decay products of a decay-
ing tau in the signal region and the light lepton in the control region does not populate
the regions with events from the same 𝑍 boson phase space since neutrinos carry away
undetected momentum in the case of the tau decay. The visible decay products have
lower 𝑝T in 𝑍 → 𝜏𝜏 due to the momentum carried by neutrinos. Extrapolating mea-
surements in control regions to signal regions must be done with care, and kinematic
rescaling was employed instead.

With the kinematic rescaling, the momenta 𝑝ℓ of prompt light leptons are rescaled
to mimic energy loss from momentum carried away by neutrinos in tau decays. The
rescaled momentum is sampled from a momentum distribution obtained from simu-
lated tau decays. The light leptons with the momentum rescaling applied are therefore
made to look like visible decay production of taus. Dedicated rescaling distributions
are derived for the individual lepton flavors. This rescaled momentum is used to re-
compute derived quantities of the event, like the variant di-𝜏 mass 𝑚MMC

𝜏𝜏 . The event
selection of the control regions imposes the same kinematic conditions on the rescaled
momentum as the signal regions on the 𝜏 lepton momentum. This ensures that the
signal regions and control regions are populated with events from the same 𝑍 boson
phase space. The procedure takes into account the effects of the trigger, identification,
and reconstruction efficiencies. The rescaling is done independently for each channel.
Appropriate control region plots and closure tests can be found in Reference [84].

With kinematic rescaling, it is possible to measure the normalization of 𝑍+jets in-
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situ for the same region in phase space covered by the signal region. The approach is
assumed to reduce the uncertainty of measured cross sections since some of the sys-
tematic uncertainties affect the signal and control region in the same way. This cancel-
lation is used to measure and constrain systematic uncertainties in control regions and
extrapolate the effects to the signal regions. The measured normalization factors range
from 0.92 to 1.18 with the strongest constraint of 1.03±0.07 in the 𝜏lep𝜏had boost_0_ge2J
category.

5.4.2. Fake estimation

Background events where an object is misidentified are termed fakes. In a considerable
number of events, jets or electrons are misidentified as hadronically decaying taus.
In the 𝜏𝑒𝜏𝜇 channel, jets misidentified as electrons or muons need to be considered.
Misidentification is usually not modeled well in MC samples, making more advanced
data-driven methods necessary. Three different methods are employed for the three
channels to target different scenarios of misidentification. All methods have in com-
mon that events estimating the fake contribution in the signal region are recorded data
events, selected with a different event selection and event weight to account for kine-
matic differences. The three methods are summarized in the following. Table B.1
summarized the number of expected fake events for each channel and category. In
the low-𝑝T boosted categories of the 𝜏had𝜏had channel, the fraction of events with a
misidentified 𝜏had-vis reaches 35.5 %.

Fake estimate in the 𝝉𝒆𝝉𝝁 channel

The fake estimation in the 𝜏𝑒𝜏𝜇 channel is based on the Matrix Method [156]. For each
lepton in the signal region, a looser event selection is defined by removing the require-
ment on the isolation. QCD jets tend to have more activity in the detector around the
central jet cone, therefore, removing the isolation criterion produces an event selection
enriched in fake events. Additionally, for the loose selection, the medium identifica-
tion requirement is dropped. The regular signal region is referred to as the tight event
selection. The combination of loose and tight of both leptons introduces four regions
with event yields 𝑁LL, 𝑁TL, 𝑁LT, and 𝑁TT, where the latter is the regular signal region.
The idea of the matrix method is to express these yields as a linear combination of
events with two real leptons 𝑁rr, two fake leptons 𝑁ff, and the two mixed combina-
tions 𝑁rf and 𝑁fr. The relation is characterized by the efficiencies

• 𝜖r for a real lepton, and

• 𝜖f for a fake lepton

that passed the loose selection to also pass the tight selection. Their counterparts are
denoted ̄𝜖𝑖 = 1 − 𝜖𝑖 referring to the probability that a real (fake) lepton that passed the
loose selection fails the tight selection. The data-driven method employed in the 𝜏𝑒𝜏𝜇
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channel is based on the eponymous relation summarized in matrix form

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝑁TT

𝑁LT

𝑁TL

𝑁LL

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

= 𝑀

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝑁rr

𝑁rf

𝑁fr

𝑁ff

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝜖r𝜖r 𝜖r𝜖f 𝜖f𝜖r 𝜖f𝜖f

̄𝜖r𝜖r ̄𝜖r𝜖f ̄𝜖f𝜖r ̄𝜖f𝜖f

𝜖r ̄𝜖r 𝜖r ̄𝜖f 𝜖f ̄𝜖r 𝜖f ̄𝜖f

̄𝜖r ̄𝜖r ̄𝜖r ̄𝜖f ̄𝜖f ̄𝜖r ̄𝜖f ̄𝜖f

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝑁rr

𝑁rf

𝑁fr

𝑁ff

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (5.2)

The efficiency 𝜖r is measured using MC samples in a region enriched in real leptons
from 𝑍 boson decays. The efficiency 𝜖f is measured in data in a region enriched in fake
leptons by requiring two leptons with the same charge. The efficiencies are determined
as a function of the lepton 𝑝T and 𝜂. Inverting the matrix 𝑀 results in expressions for
the total number of single and double fake events 𝑁rf, 𝑁fr, and 𝑁ff, from which one can
construct the total contribution of events with electrons in the signal region (SR)

𝑁SR,𝑒𝜇
fakes = 𝑁rf + 𝑁fr + 𝑁ff. (5.3)

The contribution of fake events in the signal region is then given by recorded data
events passing the loose event selection weighted such that the above relation holds.

Fake estimate in the 𝝉lep𝝉had channel

Jets misidentified as hadronically decaying 𝜏 leptons is an important background in
the 𝜏lep𝜏had channel. Due to the use of the electron-BDT, electrons misidentified as
𝜏had-vis are negligible and modeled directly with MC samples. Jets misidentified as 𝜏
leptons originate from QCD multijet background and 𝑊+jets events. The data-driven
fake factor method is employed to estimate their contribution to the signal region (SR).
For the fake factor method, an anti-tau region is defined by inverting the identification
requirements on the hadronic 𝜏 candidate. A minimal RNN identification score of
0.01 is imposed to counteract the prevalence of gluon-initiated over quark-initiated
jets if no condition was applied. The fake factor method takes the relative fraction of
quark and gluon-initiated jets into account. Recorded data events 𝑁anti-𝜏

Data in this anti-
tau region are taken as the fake events in the signal region weighted by a fake factor ℱ .
The contribution 𝑁anti-𝜏

MC, not jet fake in the anti-tau region not originating from jets faking
hadronic 𝜏 leptons is estimated with MC and receives a negative weight to remove its
contribution. Mathematically, the total fake yield is given by

𝑁SR,𝜏lep𝜏had
fakes = ℱ × (𝑁anti-𝜏

Data − 𝑁anti-𝜏
MC, not jet fake) . (5.4)

To determine the fake factor ℱ , two control regions are defined that are enriched in
QCD multijet events and 𝑊+jets events, respectively. The QCD multijet control region
is defined by inverting the lepton isolation criteria and characterized by gluon-initiated
jets. The 𝑊+jets is defined by inverting the requirement on the transverse mass to 𝑚T >
70 GeV and is characterized by quark-initiated jets. The control regions are subdivided
into the tau and anti-tau regions, as introduced above. For each control region, the
fake factor is derived as the ratio of events that pass the tau selection criteria over the
number of events in the anti-tau region. Any contribution in the control regions not
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originating from a jet faking a tau is estimated with MC and subtracted before taking
the ratio. The fake factors derived in each control region 𝑖 separately are defined as

ℱ𝑖 =
𝑁𝜏,𝑖

Data − 𝑁𝜏,𝑖
MC, not jet fake

𝑁anti-𝜏,𝑖
Data − 𝑁anti-𝜏,𝑖

MC, not jet fake
. (5.5)

The fake factor ℱ𝑊 from the 𝑊+jets enriched control region and the fake factor ℱQCD
from the QCD multijet enriched region are used in a linear combination to form the
final fake factor

ℱ = 𝑅QCDℱQCD + (1 − 𝑅QCD)ℱ𝑊 (5.6)

used in the analysis. The weights of the linear combination are chosen to account for
the expected ratio 𝑅QCD between gluon and quark-initiated jets in the signal region.
Across the categories and for 1-prong and 3-prong taus, 𝑅QCD ranges between 0.02
and 0.11. The fake factors ℱ𝑊 and ℱQCD differ by typically 30 %.

The fake factors are computed separately for each signal region category, for one and
three-pronged 𝜏 leptons, and as a function of 𝑝T.

Fake estimate in the 𝝉had𝝉had channel

Conceptually, the data-driven fake estimation for the 𝜏had𝜏had channel is similar to the
fake factor method employed in the 𝜏lep𝜏had channel. The fake factor method in the
𝜏had𝜏had channel is used to estimate the contribution of objects falsely identified as
hadronically decaying taus. The main source in this channel is QCD multijet events.
The situation, however, is more complex since we need to consider single and double
tau fakes.

The contribution in the SR is derived from anti-tau regions, where at least one of
the taus fails the medium identification criterion, but at least one tau passes the loose
identification criteria. The second condition must be imposed for technical reasons
since events without any loose id tau lepton are removed from the dataset. Similar to
Equation (5.4), the contribution from prompt hadronically decaying taus is estimated
in MC and subtracted from data.

The fake factor method for the 𝜏had𝜏had channel uses two sets of fake factors to ad-
dress the combinatorial complexity of single and double fakes. The fake factors are
derived in the 𝑊+jets control region of the 𝜏lep𝜏had channel. The criteria on the hadron-
ically decaying tau have been modified to match those of the 𝜏had𝜏had channel to make
the fake factors obtained in the 𝜏lep𝜏had channel applicable for the 𝜏had𝜏had channel.
The condition 𝑝T > 40 GeV and the 𝜂 requirement on the leading jet are kept to in-
crease the statistics. The fake factors are parametrized as a function of 𝑝T and 𝜂 of the
tau candidates.

5.5. Multivariate analysis
Today, large precision MC datasets are the perfect opportunity for machine learning
applications to aid measurements of rare processes like the VBF Higgs production that
occurs only in 𝑂(10−10) cases, see Figure 2.3.
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This section first describes the Boosted Decision Tree (BDT) used in Publication [84]
to define a very pure VBF category. The second part of this section presents an alter-
native method to enhance the measurement sensitivity of the VBF cross section using
a multiclass neural network.

5.5.1. VBF Tagger

The measurement of the VBF cross section is limited by systematic uncertainties from
background processes and events from other Higgs boson production modes in the
VBF phase space, primarily from 𝑔𝑔F. Effectively suppressing background processes
can thus improve the measurement precision. The event selection and categoriza-
tion described in Sections 5.3.2 and 5.3.3 defines an inclusive VBF signal category that
achieves a VBF signal purity of 3.8 %. Machine learning tools can be employed to fur-
ther increase the purity and statistical power. Machine learning classifiers can learn
correlations between input variables that are difficult to exploit by hand when defining
an event selection using rectangular cuts on kinematic variables.

Using machine learning classifiers, such as a BDT, can introduce unwanted sensi-
tivity biases in the newly defined signal categories. For example, the classifier could
distort the reconstructed MMC mass of the selected signal, often referred to as sculpting.
The mass distribution is used in the likelihood fit described in Section 5.7. In principle,
sculpting is not an issue if the distortion affects the MC sample and data in the same
way. However, it is still preferred to reproduce the original shape of the Higgs boson
peak in the mass spectrum even after applying any machine learning classifier.

One way to counteract sculpting is by selecting a suitable set of input variables. The
VBF structure of the processes shown in Figure 5.5 for the Higgs boson signal and elec-
troweak 𝑍 production provides the possibility to identify these events by only consid-
ering the two jets in the forward and backward directions. Due to the conservation
of momentum, knowing the momenta of the two forward and backward jets allows
computing the transverse momentum of the Higgs boson system (or 𝑍 boson in case
of electroweak 𝑍 production). However, the invariant mass of the Higgs boson (or Z
boson) system is not accessible from the forward and backward jets. Using only infor-
mation from the forward and backward jets as the input variable of a machine-learning
classifier is expected to prevent sculpting of the MMC mass.

The BDT used in the VBF category for the full Run 2 analysis [84] uses only the kine-
matic properties of the two leading jets and the magnitude of the vectorial sum of
momenta of the two leading jets, visible tau decay products 𝜏𝑖 and 𝐸miss

T , defined as

𝑝𝐻𝑗𝑗
T = ∣ 𝒑𝜏0

T + 𝒑𝜏1
T + 𝑬miss

T + 𝒑𝑗0
T + 𝒑𝑗1

T ∣ . (5.7)

Plugging-in the definition of 𝐸miss
T , Equation (3.11), into Equation (5.7) shows that all

momenta cancel except for the momentum of any jet with lower momentum than the
sub-leading jet. In an idealized VBF event, the variable 𝑝𝐻𝑗𝑗

T vanishes. The quantity
describes additional jets or QCD activity in the event and can be used by a machine-
learning algorithm to reject non-VBF backgrounds.

During the training, all 𝑍 → 𝜏𝜏 samples and 𝑔𝑔F signal samples are considered as
background. This includes the electroweak 𝑍 boson production. Events from the VBF
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Figure 5.5.: Feynman diagrams of the VBF production of a 𝑍 boson (a) and Higgs bo-
son (b) with the two characteristic jets in the forward directions.

Table 5.2.: Training parameters of the BDT as defined in Reference [157]. The number
of trees used as a free parameter to be optimized.

Parameter Value
Minimal node size 2.5 %
Maximal tree depth 3
Number of cut candidates 20

signal samples are considered as signal. Any event with a negative event weight is
ignored during the training. The event weights for the background and signal class
are rescaled such that both classes have the same sum of weights.

The BDT is trained in TMVA [157]. The training parameters are summarized in Ta-
ble 5.2. The number of trees 𝑛trees is initially kept as a variable hyperparameter that
requires further optimization. The training dataset is randomly split into four chunks
to facilitate 4-fold cross validation. In a rolling fashion, four BDTs were trained on dif-
ferent input chunks using two training chunks for each BDT. The remaining chunks
can be used as validation sets and test sets. This ensures that events used during the
training of the BDT are not used again in the optimization or in the final analysis. Sim-
ilarly, the events in the test set used in the analysis were not previously used during
training or optimization. This method effectively prevents biases on data stemming
from overtraining. The parameter 𝑛trees is optimized on the validation set to maximize
the area under the receiver operating characteristic (ROC) curve. The best performance
is obtained for 𝑛trees = 1000.

In the analysis, the BDT is used to define two VBF subcategories, one enriched in
VBF signal, the other enriched in 𝑍 → 𝜏𝜏 background and 𝑔𝑔F signal. Events passing
a BDT score threshold enter the signal-enriched category. Events that fail the condition
constitute the background-enriched category. For this, the BDTs are operated on their
test set. For samples not used in the training, e.g., the diboson background, events
are randomly but reproducibly assigned to one of the four BDTs. The same method is
used for data events. The cut on the BDT score to define the signal-enriched category is
determined considering systematic uncertainties. The best performance was obtained
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5. Measurement of the Higgs boson production cross section

with a cut at 0.15. The distribution of the output score is shown in Figure 5.6.
The subcategory enriched in VBF signal events has a very high contribution from

VBF signal events out-weighting background events in the signal-sensitive bins. The
agreement of the background prediction and data has been verified in control regions
and in the sidebands of the MMC distribution in the signal region. Figure 5.7 shows
the two VBF subcategories for all channels combined.

5.5.2. Deep neural network

Similar to the use of the BDT in the previous section, the goal of the application of a
neural network is to reduce the impact of processes with large systematic uncertainties,
namely 𝑔𝑔F and 𝑍 → 𝜏𝜏. With neural-network-based approaches, it is straightforward
to extend the classification to more than two classes. As an alternative to the afore-
mentioned VBF tagger, a NN is trained to classify events into either VBF Higgs boson
signal, 𝑔𝑔F signal, or 𝑍 → 𝜏𝜏.

As demonstrated in Reference [158], deep neural networks can learn from low-level
quantities, such as object 4-momenta or even the detector hits. Traditionally, the event
selection is based on high-level quantities, such as transverse momenta, invariant mass-
es, or angular differences between objects. BDTs or shallow neural networks are usu-
ally not able to compute complex high-level quantities from low-level input variables
in order to correctly classify events. With deep neural networks, the network can learn
to compute useful quantities in hidden layers. Since high-level variables are derived
from their low-level counterparts, a deep neural network learning complex correla-
tions between its low-level inputs can even outperform a classifier trained on high-
level quantities. The definition of high or low-level variables depends on the context.
The choice of input variables can also be seen as a trade-off. Lower-level input vari-
ables give the network the opportunity to learn correlations that are otherwise hidden
in high-level variables. On the other hand, high-level inputs benefit from the physics
insight into the classification problem and require less complex networks and usually
fewer training events to train a performant classifier.

The neural network employed in the VBF category uses the low-level 4-momenta
of the two leading jets and 𝑝𝐻𝑗𝑗

T as defined in Equation (5.7) as input variables. The
4-momenta are parametrized by 𝜙, 𝜂, and 𝑝T, implicitly assuming that their mass is
zero. Therefore, the input layer consists of seven input nodes. This set of variables is
chosen to exploit correlations in the jet 4-momenta and therefore learn the VBF event
topology while preventing the network from learning the invariant mass of the Higgs
boson system. The input variables are pre-processed as outlined in Section 2.4. Fig-
ure 5.8 shows the distribution of the input variables and the invariant mass of the two
jets 𝑚𝑗𝑗 in the inclusive VBF signal region for all channels combined. Figures B.1–B.3
in the appendix show the inputs distributions for each channel separately.

The network uses three output nodes with softmax activation, to classify events into
the three classes VBF signal, 𝑔𝑔F signal, and 𝑍 → 𝜏𝜏. The output value of each node can
then be interpreted as the probability of an event belonging to the corresponding class.
The categorical cross entry as defined in Equation (2.32) is used as the loss function.

Between the input and output layer, a variable number of densely connected hidden
layers are placed. ReLU activation is used for the hidden layers. The number of layers
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Figure 5.6.: BDT output for the signal (VBF) and background (𝑔𝑔F and 𝑍 → 𝜏𝜏) class-
es (a), and with all processes and data [84] (b). The hatched band and the
error bars indicate statistical uncertainties of the background expectation
and measured data, respectively.
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Figure 5.7.: VBF signal event categories defined by the BDT. The histograms show the
background-enriched categories (a) and the signal-enriched categories (b)
for all analysis channels combined. The hatched band and the error bars
indicate statistical uncertainties of the background expectation and mea-
sured data, respectively.

and the number of nodes per hidden layer are treated as hyperparameters subject to
optimization.

The hyperparameter optimization is facilitated using the open-source parameter op-
timization framework Optuna [159]. The framework uses an iterative search in hyper-
parameter space to minimize an objective function using a Tree-structured Parzen Es-
timator [160]. For each proposed hyperparameter configuration, four neural networks
are trained in a 4-fold cross validation scheme as described in Section 2.4. The net-
works are trained for 300 epochs. The objective function, in this case, is the negative
area under the ROC curve that shows the inverse background efficiency as a function
of the signal efficiency where the signal is the VBF signal class and the background is
the union of the 𝑔𝑔F and 𝑍 → 𝜏𝜏 classes.

The hyperparameter space is spanned by the number of hidden layers, the number of
nodes in the first and last hidden layers, and the learning rate. The number of hidden
layers is limited to at least two and at most six layers. The number of nodes in the
first hidden layer is an integer in the interval [20, 250]. The number of nodes in the
last hidden layer is an integer in the interval [5, 100]. The number of nodes for other
hidden layers is interpolated between the number of nodes in the first and last hidden
layer leading to a trapezoidal shape of the network. The learning rate is also optimized
from values between 10−5 and 10−2 with the logarithm of the learning rate following
an initially uniform distribution.

The number of events per class in the available MC data set is listed in Table 5.3. The
data set is split for training, validation, and testing according to the procedure outlined
in Section 2.4.
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Figure 5.8.: Selected input variables of the neural network in the VBF inclusive signal
region for all channels combined (a)–(e), and the invariant mass of the two
jet system 𝑚𝑗𝑗 (f). The step in the 𝑝𝑗0

T distribution (c) is due to the higher
jet threshold in the 𝜏had𝜏had channel. The hatched band and the error bars
indicate statistical uncertainties of the background expectation and mea-
sured data, respectively.
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5. Measurement of the Higgs boson production cross section

Table 5.3.: Summary of event counts in the MC training dataset.
Process Number of events
VBF 234173
𝑔𝑔F 25326
𝑍 → 𝜏𝜏 207400

Table 5.4.: Optimized hyperparameter values and their search ranges.
Parameter Search range Optimal value
Number of hidden layers [2, 6] 3
Number of nodes in first hidden layer [20, 250] 244
Number of nodes in last hidden layer [5, 100] 96
Learning rate [10−5, 10−2] (log) ≈ 1.77 × 10−3

The neural network is implemented in Keras [161] interfaced to Tensorflow [162]
as backend. The training is facilitated in the FreeForestML framework developed for
neural network training in high-energy physics contexts. Alternatively, the analysis
and the training was implemented using Apache Spark. However, this approach suf-
fered from inefficient interfaces between frameworks and formats and was ultimately
abandoned in favor of FreeForestML with Keras and Tensorflow. The hyperparameter
optimization is performed on GPUs and CPUs in a distributed and dockerized [163]
fashion using a central database to store evaluation results. In total, 150 hyperparam-
eter configurations have been assessed. Each hyperparameter configuration is repre-
sented as a line in Figure 5.9. The plot shows that the optimization procedure favored
three hidden layers and a rather high learning rate. Small learning rates or a large
number of hidden layers achieve relatively poor performance. Most of the lines clus-
ter towards the lower end of the objective axes demonstrating the search procedure
of the optimization framework and indicating that a large range of parameters gives
comparable performances.

The optimal parameters found by the hyperparameter search and the search ranges
are listed in Table 5.4. The network favors an architecture where the number of nodes
reduces toward the output layers. It is interesting to note that the optimization yielded
a relatively small number of hidden layers, resulting in five layers in total, including
the input and output layers.

With the optimized configuration, the loss on the validation set is monitored during
the training of 300 epochs to employ early stopping. The loss function on the training
and validation set as a function of the training epochs is shown in Figure B.4. After 100
epochs, no significant improvement of the validation loss is observed. As explained in
Section 2.4, the two networks are retrained with the optimal configuration on the first
and second half of the event set with 100 epochs.

As an initial benchmark to compare the performance of the NN approach to the BDT-
based VBF tagger, one can compare their ROC curves. Figure 5.10 shows the inverse
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Figure 5.9.: Visualization of all hyperparameter configurations and its performance in
a parallel plot. Each configuration is presented as a line connecting all
axes. Darker values correspond to configurations with more performant
networks.
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Figure 5.10.: Comparison of the ROC curves for the BDT-based classifier and the mul-
ticlass NN used as a binary classifier.

background efficiency as a function of the signal efficiency. Similar to the optimiza-
tion procedure, the VBF class is treated as a signal and the union of 𝑔𝑔F and 𝑍 → 𝜏𝜏
as background. The fact that the multiclass network is used as a binary classifier to
facilitate the comparison means that this is not a full and fair evaluation. However,
Figure 5.10 serves as an initial check. Both classifiers show similar background effi-
ciencies for a given signal efficiency. The ROC curves are almost identical with areas
under the curve of 𝐶BDT = 0.797 ± 0.007 for the BDT and 𝐶NN = 0.793 ± 0.005 for the
NN. The small difference between the ROC values and the fact that the two classifiers
are trained on an input variable set with similar information content is an indication
that both classifiers have approximated the probability density function of the input
variables sufficiently well such that the discrimination power cannot be improved any
further without changing the input variable sets.

A possible limitation of the neural network and the BDT might be the size of the
training dataset. The optimized configuration is trained on various random slices of the
training dataset covering a broad range of sizes to assess the impact of the artificially
reduced training set size. The area under ROC curve as a function of the training set
size is shown in Figure B.5. The performance is flat for a wide range of input sizes. The
performance deteriorates only with less than 150 × 103 available training events. For
the NN training, the classifier is not limited by a lack of training events.

There are several options to use the multiclass network in the physics analysis. Since
the classifier output is independent of 𝑚MMC

𝜏𝜏 , it is beneficial to use the 𝑚MMC
𝜏𝜏 distribu-

tion in the likelihood fit. The output scores of the NN are shown in Figure 5.11. In
analogy to the BDT, we use the VBF classification score 𝑆VBF to define the category
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Figure 5.11.: Output scores of the NN for the training classes VBF (a), 𝑔𝑔F (b), and
𝑍 → 𝜏𝜏 (c) for all analysis channels combined. Note that each event ap-
pears in all three histograms. The hatched band and the error bars indi-
cate statistical uncertainties of the background expectation and measured
data, respectively.

enriched in VBF signal. Events with 𝑆VBF > 0.5 form the VBF signal enriched region.
For the remaining events, the greater of the two remaining scores 𝑆𝑍→𝜏𝜏 or 𝑆𝑔𝑔F deter-
mines the event’s category. The categories defined with this prescription are shown
in Figure 5.12. Figures B.6–B.8 show the output categories defined by the NN for each
channel separately.

5.6. Systematic uncertainties
The cross section measurement depends on the number of observed events and is thus
subject to statistical uncertainties. However, the MC generation, the operation of the
LHC and the ATLAS detector, and the detector reconstruction and simulation are all
subject to systematic uncertainties. Systematic uncertainties can affect the background
and signal model in two ways depending on the nature of the uncertainty.
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Figure 5.12.: Exclusive VBF signal region categories as defined by the NN output for all
analysis channels combined. By definition, the categories are designed to
increase the fraction of events from VBF (a), 𝑔𝑔F (b), and 𝑍 → 𝜏𝜏 processes
(c). The hatched band and the error bars indicate statistical uncertainties
of the background expectation and measured data, respectively.
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One set of systematic uncertainties affects only the event weight. To implement these
uncertainties in the analysis, the set of events in each signal category is considered
again with the alternative event weights applied. The distributions constructed in this
way can differ from the nominal distributions in the overall normalization, in the shape
of the distribution, and the relative composition of processes since the varied weights
can depend on kinematic properties and the physics process.

The second group of systematic uncertainties affects kinematic properties of the
event, such as reconstructed 4-momenta or whether particles are correctly identified.
These variations require reprocessing the whole dataset. Derived quantities such as
𝐸miss

T or 𝑚MMC
𝜏𝜏 are recomputed based on the varied event. Events can migrate into the

signal categories, fall out of acceptance, or migrate between signal categories. Further-
more, since kinematic quantities are changed, these variations can modify the shape
of distributions in the signal category and their relative process composition.

Besides this categorization from the implementation side, one can group the un-
certainties in three groups based on their physics origin: experimental uncertainties,
theoretical uncertainties on the background, and theoretical uncertainties on the sig-
nal. The three groups are discussed in detail in the following sections. In most cases,
the systematic uncertainties are parametrized as a ±1 𝜎 variation on the initial source
and propagated to the final distribution used in the likelihood fit. As described in
Section 5.7, each systematic uncertainty is handled by a nuisance parameter with a
constraint term.

5.6.1. Experimental uncertainties

The dominant experimental uncertainties for the analysis are the jet energy scale, tau
identification and its energy scale, and misidentified taus. For the data-driven fake
methods, specific uncertainties have been assigned to assess the uncertainty intro-
duced by the estimation technique.

The uncertainty of the jet energy scale (JES) originates from the uncertainty of the in
situ calibration, pile-up jets, the extrapolation of the calibration to higher jet momenta,
and differences in the detector response between quark and gluon-initiated jets. The
uncertainty on the jet energy scale is 1 % in the central region of the detector and over a
wide momentum range 250 GeV < 𝑝T < 2000 GeV. The largest impact on the analysis
from jet energy resolution (JER) comes indirectly from its effect on 𝐸miss

T , which enters
the computation of the invariant mass 𝑚MMC

𝜏𝜏 . A worse energy resolution broadens the
𝑍 → 𝜏𝜏 resonance peak in the 𝑚MMC

𝜏𝜏 spectrum, also affecting the mass range most
sensitive to the Higgs boson signal. The relative JER depends on the jet momentum
and is between (24 ± 5) % at 20 GeV and (6.0 ± 0.5) % at 300 GeV [70].

The tau identification efficiency uncertainty is between 2 % and 6 %. The tau trig-
ger efficiency uncertainty is between 1 % and 1.5 %. The tau energy scale (TES) is of
the order of 1 % to 4 %. The uncertainties depend on the tau momentum and track
multiplicity. The efficiency uncertainty of the electron-BDT used to reject electrons
misidentified as taus is between 1 % and 2 % and depend on tau momentum and on
decay mode, which includes information on the neutral tau decay products (mainly
neutral 𝜋0 mesons). The tau reconstruction efficiency and its uncertainty are typically
measured using MC samples [164].
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The luminosity used to scale the MC expectation to the recorded data events was
obtained from a measurement of the LUCID-2 detector [165]. The uncertainty of the
measurement is 1.7 % [24]. This uncertainty is not considered for background samples
whose normalization is measured in control regions.

The data-driven fake modeling methods are affected by systematic uncertainties. In
the 𝜏𝑒𝜏𝜇 channel, dedicated uncertainties are introduced to account for the statistical
uncertainty of the efficiency 𝜖f and 𝜖r measurement, the dependency of the efficien-
cies on the number 𝑏-tagged jets and the process in which they are measured, and the
normalization of processes with a real tau.

For the fake factor method in the 𝜏lep𝜏had channel, dedicated uncertainties account
for the statistical uncertainty of the fake factors and 𝑅QCD, uncertainties from the fla-
vor composition, and the uncertainty from processes with a real tau. In the 𝜏had𝜏had
channel, the fake factor method received dedicated uncertainties from the statistical
uncertainty of the fake factor measurement, the uncertainty in the composition of the
background, and an uncertainty originating from the choice of parametrization. The
sizes of the additional uncertainties in all three channels are between 5 % and 15 %.

A 1 % uncertainty has been assigned to the extrapolation of the 𝑍+jets normalization
measured in the control region to the signal region. The small extrapolation uncer-
tainty is justified by the kinematic embedding approach that eliminates phase space
mismatches. The size is based on discrepancies observed between Data and MC. The
uncertainty is assumed to be uncorrelated between analysis regions [84].

5.6.2. Background theory uncertainties

Systematic uncertainties from the theoretical prediction of the background processes
are only considered for the two main background processes 𝑍+jets and 𝑡 ̄𝑡. The contri-
bution from other backgrounds in the signal region is small, and their theory uncer-
tainty is negligible.

For the 𝑍+jets sample, uncertainties of the matrix element are evaluated by six varia-
tions of the factorization scale 𝜇𝐹 and the renormalization scale 𝜇𝑅 [166]. The scales are
each multiplied by 0.5, 1, and 2, not considering the combination where both scales go
in opposite directions. The uncertainty of the strong coupling constant is handled by
varying it by approximately ±0.85 %. An uncertainty is assigned to the resummation
by varying the resummation scale by a factor of 0.5 and 2. Furthermore, uncertainties
related to the matching between partons and jets are introduced based on the CKKW
parameters of Sherpa.

For the 𝑡 ̄𝑡 sample, the uncertainties of the matrix element are estimated by the com-
parison with an MC sample generated with MadGraph5_aMC. The uncertainty of the
parton shower is estimated by the comparison with an MC sample showered with Her-
wig 7.04 [167]. The uncertainty from initial state radiation (ISR) is obtained by variation
of generator parameters, the renormalization and factorization scales, 𝜇𝑅 and 𝜇𝐹, and
the propagation of the uncertainty of 𝛼𝑆 [168]. To account for the uncertainty from
final state radiation (FSR), the renormalization scale for emissions is varied by a factor
0.5 and 2.

For both samples, the uncertainty of the PDF set is estimated from the 100 replicas of
the PDF, measuring the standard deviation of the spread. Additionally, the PDFs are
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compared to the CT14NNLO [169] and MMHT2014NNLO [170] PDF sets.

5.6.3. Signal theory uncertainties

Theory uncertainties in the signal prediction represent the largest limitation of the
analysis. In principle, one would expect the impact of signal theory uncertainties to
be small in a cross section measurement compared to a signal strength measurement
since the former does not depend on the predicted signal yield. However, in this anal-
ysis, the uncertainties introduced by the parton shower play a large role and have the
largest impact on some of the measured cross sections.

To assess the uncertainty of the parton shower and hadronization model for the main
signal process, the nominal signal samples created with Powheg Box v2 interfaced to
Pythia 8 are compared to the expected signal from a Powheg Box v2 sample interfaced
to Herwig 7. The uncertainty of the PDF4LHC15NLO PDF set is parametrized by their
eigenvectors and propagated to a varied MC sample.

The effects of missing higher orders in the matrix element computation are consid-
ered, and dedicated uncertainties are assigned. Especially the 𝑔𝑔F contamination in
the VBF enriched category is subject to uncertainties following the Steward-Tackmann
prescription [171] handling uncertainties introduced by the BDT or NN that act as a
third-jet veto in the VBF enriched category.

Additional variations are introduced to account for uncertainties on the Higgs boson
momentum in the case of no additional jets and the uncertainty of the top quark mass
in loop corrections. The comparison of the nominal sample generated with Powheg
Box v2 with a sample generated with MadGraph5_aMC using the FxFx prescription
[172] gives rise to uncertainties on 𝑔𝑔F in the VBF and 𝑉𝐻 phase space.

5.7. Statistical analysis

The statistical analysis is performed using a binned likelihood fit of the prediction
model to the observed data. The prediction is given as a binned template in the 𝑚MMC

𝜏𝜏
observable for each signal region and category. For the control regions, the template
consists of a single bin. The model is parametrized as a function of a set of normal-
ization factors 𝝓 that scale the expected signal or background yields. Normalization
factors for the signal can be interpreted as parameters of interest (POI) to perform a
measurement and estimate confidence intervals of the parameter. Furthermore, the
model is given as a function of nuisance parameters 𝜽, that account for systematic
variations. Formally, the expected number of events in a bin 𝑏 is denoted 𝜈𝑏(𝝓, 𝜽). The
nuisance parameters are constrained by auxiliary measurements. Given a true value
𝜃𝑗 of a nuisance parameter, the probability of observing the value 𝑎𝑗 in the auxiliary
measurement is denoted 𝐴𝑗(𝑎𝑗|𝜃𝑗). Often, a Gaussian distribution is used for the aux-
iliary constraint, and their parameter 𝜃𝑗 is scaled to be centered around zero with unit
standard deviation. Technically, the predicted number of events 𝜈𝑏(𝝓, 𝜽) for arbitrary
𝜃𝑗 are interpolated from the ±1 𝜎 variations obtained by varying the systematic uncer-
tainties.
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5. Measurement of the Higgs boson production cross section

Following the approach outlined in [173], the full statistical model is given by

𝑃(𝒏, 𝒂| 𝝓, 𝜽, 𝜸) = ⎛⎜⎜
⎝

∏
𝑏∈bins

Pois (𝑛𝑏|𝛾𝑏𝜈𝑏(𝝓, 𝜽)) Pois(𝑚𝑏|𝛾𝑏𝜏𝑏)⎞⎟⎟
⎠

⋅ ⎛⎜⎜
⎝

∏
𝑗

𝐴𝑗(𝑎𝑗|𝜃𝑗)
⎞⎟⎟
⎠

(5.8)

where 𝑛𝑏 denotes the number of observed events in bin 𝑏. The Poisson term Pois(𝑚𝑏| 𝛾𝑏𝜏𝑏)
accounts for the statistical uncertainty of the MC samples. The creation of 𝑚𝑏 un-
weighted MC events in bin 𝑏 is treated as a random experiment. The term quantifies
the probability to observe 𝑚𝑏 MC events when expecting 𝛾𝑏𝜏𝑏 events. The observed
number of events is used as the best estimate for the number of expected MC events
𝜏𝑏 = 𝑚𝑏. The term is to be understood as a function of 𝛾𝑏, whose most likely value is
𝛾 = 1. In practice, the number of MC events is estimated by considering the uncer-
tainty 𝜎 on the event yield 𝜈𝑏 = ∑𝑚𝑏

i�events 𝑤𝑖 given by

𝜎 =
√𝑚𝑏
𝑚𝑏

⋅ 𝜈𝑏 = 𝜈𝑏
√𝑚𝑏

. (5.9)

Instead of treating the uncertainty for every sample independently, only the combined
uncertainty of all processes and samples in each bin is considered.

The dataset recorded with the ATLAS detector provides the number of observed
events 𝒏. Since 𝒏 and also 𝒂 are fixed after recording and analyzing the dataset, the
probability 𝑃(𝒏, 𝒂| 𝝓, 𝜽, 𝜸) can be regarded as a function of its unknown conditional
parameters and is then termed the likelihood function

𝐿(𝝓, 𝜽, 𝜸) = 𝑃(𝒏, 𝒂|𝝓, 𝜽, 𝜸). (5.10)

Maximizing the likelihood function with respect to its parameters yields the most
likely values for the parameter of interest and, therefore, the result of the measure-
ment. The test statistic of the analysis is the likelihood ratio. The confidence intervals
on the parameters of interest are derived using the asymptotic approximation. A more
detailed description can be found in References [174, 175].

5.8. Results
The analysis has been performed in a blinded way to avoid biasing analysis decisions
on statistical fluctuations in data. The data points of signal-sensitive bins in the 𝑚MMC

𝜏𝜏
distribution between 100 GeV and 150 GeV were removed until the analysis was final-
ized. For the same reasons, the fit model has been tested first with an artificial Asimov
dataset built to perfectly match the expected yields in every bin. As a next step, the sig-
nal prediction was scaled by a secret random but reproducible factor. These so-called
random-𝜇 fits allow assessing the behavior of nuisance parameters and systematic un-
certainties without being able to infer the potential effect of decisions on the signal
measurement.

This section summarizes the results of the analysis. First, blinded comparisons be-
tween different machine learning classifiers are presented. Secondly, the results of the
partially blinded random-𝜇 fits are discussed. Finally, the chapter concludes with the
presentation of the unblinded cross section measurement.
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5.8.1. BDT and NN comparison
Section 5.5 described the training of a BDT and an alternative multiclass NN to classify
events in the VBF category. To get a realistic comparison of the two methods, both have
been evaluated with systematic uncertainties to produce the input histograms for the
likelihood fit. In the case of the BDT, two VBF categories have been used, while for
the NN, the VBF category is split into three subcategories. The comparison is intended
to show the advantages of the different methods. For this approach, a fully blinded
Asimov fit is sufficient. Rerunning the kinematic rescaling procedure in the 𝑍 → ℓℓ
control regions, including its systematic uncertainties with the NN classifier, is a major
effort and requires considerable computing power. Therefore, the complexity of this
setup is reduced by removing the 𝑍 → ℓℓ control regions. By construction, measuring
the 𝑍 normalization in the control region on an Asimov dataset would yield unity. The
impact on the statistical uncertainty of the normalization is negligible. Furthermore,
the 𝑡 ̄𝑡𝐻 categories are pruned from the setup. It is expected that these changes do not
impact the conclusions drawn from a blinded fit. The comparison is performed with a
3-POI fit, with 𝑟VBF, 𝑟𝑔𝑔F, and 𝑟𝑉𝐻 as parameters of interest.

Figure 5.13 summarizes the expected sensitivity on the POI for the BDT and the NN.
Since there is no change to the 𝑔𝑔F or 𝑉𝐻 signal category, the uncertainty on the POI
is approximately equal between the two methods, as expected. On the other hand,
the NN classifier is able to produce approximately 8 % smaller uncertainties on the
𝑟VBF parameter resulting in a more precise expected cross section measurement. The
improvement affects both the statistical and the systematic part of the uncertainty as
would be required for better signal discrimination. The reduction of the statistical
uncertainty is assumed to originate from the increased number of bins in case of the
multiclass NN with different signal purities.

5.8.2. Partially unblinded fit
A so-called random-𝜇 fit is performed to validate the fit model and study constraints or
pulls of nuisance parameters. Fits performed on an Asimov dataset do not show nui-
sance parameters or norm factors deviate from its nominal value since, by construction,
the dataset matches the nominal prediction. However, once the data is unblinded, it
is expected to show small, random deviations from the nominal prediction. To study
these deviations and the effect of normalization factors applied in control regions and
signal regions, one needs to include the measured dataset in the fit.

With a random-𝜇 fit, it is possible to study pulls and constraints while keeping the
analysis blinded. Before running the fit on the measured dataset, the signal prediction
is scaled by a random factor 𝑢. The effect of the random scaling on all other parame-
ters and normalization factors of the fit is expected to be small. The values of nuisance
parameters that maximize the likelihood and their uncertainties are expected to be sim-
ilar to the value obtained from a fully unblinded fit on measured data. The procedure
is illustrated in Figure 5.14.

The scaling is performed by introducing an additional constant parameter in the
fit model. The random-𝜇 parameter is applied to the signal samples analog to the
POI. Before maximizing the likelihood, the signal prediction is scaled by setting the
random-𝜇 parameter to a random value 𝑢 and making the parameter a constant vari-
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Figure 5.13.: Comparison of the sensitivity between VBF Tagger and NN for each pa-
rameter of interest in a 3-POI fit (a) and a decomposition of the uncer-
tainties for the 𝑟VBF parameter (b). The NN-based analysis achieves an
approximately 8 % smaller expected uncertainty on the VBF cross section
measurement. The fit is performed on an Asimov dataset, and the central
value is exactly unity.
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Figure 5.14.: Illustration of the random scaling of the signal prediction. The signal part
of the initial MC distribution (left) is scaled by the random factor 𝑢 to ob-
tain the new MC template (right) in the random fit. The black points rep-
resent the Asimov dataset built from MC to match the prediction before
scaling the signal.

able. The value of 𝑢 is not revealed during the procedure. Before using the method,
its implementation was tested and verified on an Asimov dataset with the unscaled
signal expectation.

The random value 𝑢 is drawn from a Gaussian distribution with a mean value of 1.5
and a standard deviation of 0.3. The range of the random distribution has been chosen
to avoid convergence issues observed for fits with large random scales, e.g., 𝑢 = 10. The
random value is drawn from an unbounded random distribution (as opposed to, e.g., a
uniform interval) to void the potential leakage of information about the real POI value.
For example, consider a random value 𝑢 drawn from the inclusive interval [2, 10] and
a fitted POI of 𝜇 = 0.8, one could infer that the real POI satisfies 𝑟signal ≥ 2 × 0.8.

The value 𝑢 is generated using a pseudo-random generator with a known seed value.
Reusing the same seed reproduces previous results. Switching the seed value was
rarely done to avoid inferring the signal strength from the average of multiple fits with
different seed values.

Figure 5.15 shows the values of the nuisance parameters that maximize the likeli-
hood and their uncertainty. The full fit model consists of approximately 1000 parame-
ters. The diagram is limited to those parameters whose central value is pulled by more
than one unit of their post-fit uncertainty. It is not expected to observe 31.7 % of the
assigned error bars to exclude the initial value. The auxiliary measurements character-
ized by 𝐴𝑗 in Equation (5.8) represent the best measurement or calibration performed
with the ATLAS detector. The analysis itself cannot be seen as an independent exper-
iment, and the assigned error bars are expected to contain the initial value far more
frequently than 68.3 %.

The pulls shown in Figure 5.15 can be grouped into three categories: related to the
estimation of misidentified taus or electrons, related to the jet energy resolution, and
related to the tau reconstruction efficiency. The pulls of the nuisance parameters re-
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Figure 5.15.: Observed pulls and constraints in the random-𝜇 fit. Out of the approxi-
mately 1000 parameters, only those are shown whose pull is larger than
the post-fit uncertainty. The parameters can be grouped into related to
the fake-estimate, related to the jet energy resolution, and related to the
tau reconstruction efficiency.

lated to fake modeling are not surprising. The uncertainties are in part assigned to the
fake modeling method because discrepancies between the modeling and data were
observed, and the uncertainty is a parametrization of unknown complexity.

The jet energy resolution is parametrized by twelve effective nuisance parameters
obtained as statistically independent uncertainties from a principal component analy-
sis. Three of these parameters appear in Figure 5.15. The sensitivity of the analysis to
JER is known since the Run 2 analysis on the partial dataset [83]. The dependence is in-
troduced via the mass reconstruction 𝑚MMC

𝜏𝜏 . The jet energy resolution affects the miss-
ing transverse mass 𝐸miss

T via the momenta of the physics objects and the soft terms.
A worse jet energy resolution leads to a broader 𝑍 resonance in the 𝑚MMC

𝜏𝜏 spectrum.
A careful analysis of this effect in collaboration with the relevant groups within the
ATLAS Collaboration led to the conclusion that the analysis is sensitive to the jet en-
ergy resolution, and the observed pulls of approximately 1𝜎 in a small fraction of the
nuisance parameters are not a sign of an issue in the fit model.

Lastly, the pulls and constraints show a significant difference from the nominal value
for the 𝜏 reconstruction nuisance parameters. The issue can be traced to the initial
estimation of the 𝜏 reconstruction efficiency and its uncertainty. The initial 𝜏 recon-
struction uncertainty is based on MC simulation. However, similar to misidentified
𝜏 leptons, inefficiencies in the 𝜏 reconstruction are difficult to assess with MC events
only.
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Neglecting the effect of the 𝑍ℓℓ control regions for now, a lower-than-expected 𝜏 re-
construction efficiency could be absorbed by the free parameter scaling the total 𝑍+jets
normalization as discussed in Section 5.4.1. However, the kinematic rescaling method
employed in the 𝑍ℓℓ control regions allows measuring the 𝑍+jets normalization in data.
The observed pull of the reconstruction efficiency is, therefore, an indication of a deficit
in the 𝜏 reconstruction efficiency. Based on these insights, the fit model was modified.
The Gaussian constraint of the reconstruction efficiency nuisance parameter has the
tendency to shift a large pull to other correlated nuisance parameters, such as the iden-
tification efficiency nuisance parameter, which results in an overall smaller penalty
term 𝐴𝑗 in the likelihood function in Equation (5.8). To avoid any bias of the identifica-
tion efficiency or other correlated nuisance parameters, the uncertainty of the recon-
struction efficiency was increased, making 𝐴𝑗 a flat function and effectively removing
the constraint from the model. This change reflects the insight that with this analysis,
the reconstruction efficiency can be measured more precisely than the initial estimate
only based on MC simulation.

Figure 5.16 illustrates the effect of the tau reconstruction efficiency in the analysis
categories. The top panel shows the process composition in the signal categories in
a window around the 𝑍 boson resonance. The width of the window is adjusted per
category to match the bin boundaries used in the fit setup. Each bin in the figure cor-
responds to a single signal category. The filled stacks are the pre-fit expected yields,
while the green outline is the post-fit result. The post-fit yields reflect the best-fit con-
figuration of all normalization and nuisance parameters that maximize the likelihood.
As by construction, the post-fit outline agrees with observed data points, given the
uncertainties in the bottom panel. The green outline includes the effect of the reduced
tau reconstruction efficiency as determined by the fit.

The orange line demonstrates the effect of the tau reconstruction efficiency nuisance
parameter when manually setting its post-fit value back to the nominal expectation.
This is identical to fixing the reconstruction efficiency to its pre-fit value. Comparing
the effect in the different signal categories, it is reassuring that resetting the reconstruc-
tion efficiency has no impact on the 𝜏𝑒𝜏𝜇 channel. It is difficult to draw quantitative
conclusions from this representation since the effect of the reconstruction efficiency on
the fake modeling is not easy to assess.

The effect of the tau reconstruction efficiency becomes clearer by looking at a signal-
only window around the Higgs boson peak. Again, the window width is adjusted
per category to match the bin boundaries used in the fit setup. Figure 5.17 shows the
expected yields in green per signal category after applying the best-fit nuisance param-
eters. The figure does not show the number of observed data events nor the number
of expected events, as this study was performed when the analysis was still blinded.
Similar to the plot around the 𝑍 mass window, the orange outline in Figure 5.17 shows
the expected yields after manually setting the tau reconstruction efficiency to its pre-fit
value. The 𝑥-axis categories are sorted by channel. The emerging steps can be under-
stood by considering the tau multiplicity in each channel. In the 𝜏lep𝜏had channel, the
event yield is Δ1 = (5.20 ± 0.02) % higher if we assume the initial reconstruction effi-
ciency, while in the 𝜏had𝜏had channel, the event yield is Δ2 = (10.70 ± 0.08) % higher
if we assume the initial reconstruction efficiency. Due to the tau multiplicity, one ex-
pects the change of the single tau channel to affect the 𝜏had𝜏had channel as its squared
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Figure 5.16.: Post-fit effect of the tau reconstruction efficiency in all signal regions in the
mass window around the 𝑍 boson. The top panel shows the absolute yield
comparision between data, and pre-fit, post-fit and 𝜏-reset expectations.
The bottom panel represents the comparison normalized to the post-fit
expectation.
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effect,

(1 + Δ1)2 = 1 + 2Δ1 + Δ2
1⏟⏟⏟⏟⏟

=Δ2

= 1 + (10.67 ± 0.04) % (5.11)

which matches the observed value of Δ2 within the uncertainty.
The observation that the 𝜏 reconstruction efficiency can be measured with this anal-

ysis has influenced the fit setup and promoted the nuisance parameter to a free pa-
rameter in the likelihood fit. On the other hand, the fact that the kinematic rescaling
technique allows measuring the reconstruction efficiency in data means that the effi-
ciency could be determined in data instead of MC. Such a global measurement is not
yet in place but could be a potential improvement for a wide range of analyses with 𝜏
leptons.

5.8.3. Fully unblinded fit
The fully unblinded fit yields the measurement results of the 𝑝𝑝 → 𝐻 → 𝜏𝜏 analysis
using the full Run 2 dataset with an integrated luminosity of 139 fb−1. The results
are published in Reference [84]. The measured quantity is the product of the Higgs
boson production cross section and the branching ratio to tau leptons. Figure 5.18
summarizes the measurement of the total cross section and the measurement for each
production mode. The total measured cross section

𝜎𝐻→𝜏𝜏 = 2.94 ± 0.21(stat) +0.37
−0.32(syst) pb (5.12)

is in agreement with the SM expectation of (3.17 ± 0.09) pb given the statistical and
systematic uncertainties. For the total cross section measurement, the 𝑝-value is 0.58,
which illustrates its compatibility with the SM expectation. Figure 5.19 shows the
𝑚MMC

𝜏𝜏 distributions with the best-fit value of all nuisance parameters applied and the
post-fit uncertainty of the background and signal model. Figures B.9–B.11 show the
same distributions split by analysis channel.

The observed pulls and constraints of nuisance parameters have been found to agree
with the results from the partially unblinded random-𝜇 fits. The analysis and the fit
setup have been compared to fits split by production mode and by decay channel. No
significant discrepancy between the channels or between the production modes have
been found. The results show good compatibility with the SM prediction with 𝑝-values
between 0.30 and 0.98.

Besides the total cross section measurement, the cross section has been measured for
each production mode individually in a simultaneous fit. The most precise measure-
ment is obtained for the VBF production mode. This is enabled by the signal enriched
VBF category that, in turn, reduces the impact of theory uncertainties from other pro-
cesses. The observed cross section is

𝜎VBF
𝐻→𝜏𝜏 = 0.197 ± 0.028(stat) +0.032

−0.026(syst) pb. (5.13)

The VBF production mode was observed at a significance of 5.3 𝜎 (6.2 𝜎 expected). The
second most precisely measured production mode was 𝑔𝑔F. The measured cross sec-
tion is

𝜎𝑔𝑔F
𝐻→𝜏𝜏 = 2.7 ± 0.4(stat) +0.9

−0.6(syst) pb. (5.14)
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Figure 5.17.: Post-fit effect of the tau reconstruction efficiency in all signal regions on
the signal in the mass window around the Higgs boson. The top panel
shows absolute yield comparision between post-fit and 𝜏-reset expecta-
tions. The bottom panel represents the comparison normalized to the
post-fit expectation.
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Figure 5.18.: Observed cross sections normalized to the SM prediction. The top part
shows the cross section measurement for each Higgs boson production
mode. The bottom part shows the total combined cross section [84].

Finally, the measured cross sections for 𝑉𝐻 and 𝑡 ̄𝑡𝐻 are 0.12 ± 0.6(stat) ± 0.4(syst) pb
and 0.033+0.033

−0.029(stat) +0.022
−0.017(syst) pb, respectively, which both are limited by statistical

uncertainties. Additionally, cross sections have been measured in nine bins of the STXS
framework. The measured cross section for each STXS bin is shown in Figure 5.20.

The measurements for VBF and 𝑔𝑔F, and since these two production modes drive the
combined cross section precision, also the total cross section measurement, are limited
by systematic uncertainties. The relative impact of different sources of uncertainty on
the measured total cross section is listed in Table B.2. The ranking of the individual
nuisance parameters is shown in Figure 5.21. Theoretical uncertainties on the signal
prediction have the largest impact. In contrast to a signal strength measurement that
depends on the theory prediction, one does not expect theory uncertainties on the
signal cross section to affect a cross section measurement. However, the large impact
of theory uncertainties is due to the parton shower model, especially in the VBF and
𝑔𝑔F signal regions. As described in Section 5.6.3, the parton shower uncertainty is
estimated by the comparison of Pythia 8 and Herwig 7. The generator comparison is
an estimate of the uncertainty in the absence of a better understanding of the parton
shower. The discrepancy between the two generators might improve in the future. The
largest experimental uncertainty is related to jets and 𝐸miss

T .
Comparing these results and the first Run 2 measurement [83], this analysis signifi-

cantly improves the measurement precision in the 𝑔𝑔F and VBF production cross sec-
tion. Measurements for the 𝑉𝐻 and 𝑡 ̄𝑡𝐻 were not performed in the previous publica-
tion. The greater statistical power makes it possible to perform an STXS measurement
in nine bins compared to only three in the previous analysis. Additionally, the impact
of systematic uncertainties has been significantly reduced. The uncertainty from signal
theory predictions, those related to jets and 𝐸miss

T , and the MC statistical uncertainty
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Figure 5.19.: Invariant mass 𝑚MMC
𝜏𝜏 distributions in selected signal regions with the all

nuisance parameters set to the value that maximizes the likelihood func-
tion [84]. The hatched band and the error bars indicate total uncertain-
tainty of the background expectation and statistical unceratinty measured
data, respectively.
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Figure 5.20.: Observed cross sections in each measured STXS bins normalized to the
SM prediction [84].
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on the measured cross section. The nuisance parameters are sorted by
their impact. Only the first ten most significant parameters are shown.
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have each been reduced by a factor of 1.5–3.
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CHAPTER 6

Combination of multiple Higgs boson channels

We are only as strong as we are united, as weak as we are divided.
— J. K. Rowling, Harry Potter and the Goblet of Fire, 2000

As introduced in Chapter 2, the SM is incomplete and not the ultimate description of
matter and its interactions. New physics beyond the SM might manifest itself as a de-
viation from the SM expectation in a single Higgs boson decay channel. However, as
we’ve seen in Chapter 5, the measurements in the 𝐻 → 𝜏𝜏 decay channel are in agree-
ment with the predictions, supporting the SM. Signs of new physics, if detectable in
the Higgs sector, seem to be harder to observe and might require a more detailed anal-
ysis of multiple Higgs boson production and decay channels to probe more complex
models than would be possible with a single decay mode.

The 𝜅-framework, as introduced in Section 2.3.2, can be used to interpret the com-
bined analysis of multiple Higgs boson channels within the ATLAS Collaboration. The
framework introduces global coupling modifiers 𝜅𝑖 that scale the Higgs boson coupling
factor for particle 𝑖. In order to achieve consistent results, the total Higgs boson decay
width is adjusted to account for the changes obtained with 𝜅𝑖 ≠ 1.

Physics not described by the SM could be detected by individual 𝜅𝑖 modifiers that
deviate from unity or a pattern of deviations across the multiple coupling modifiers.
Potential BSM contributions to loop-induced processes affect the measurement with
effective coupling modifiers that modify indirect Higgs boson couplings. Additionally,
the framework includes the two branching ratios 𝐵inv and 𝐵undet to account for BSM
decays to invisible particles and BSM decays to which non of the included analyses are
sensitive. The SM is reproduced for 𝜅𝑖 = 1 and 𝐵inv = 𝐵undet = 0.

The results presented in the 𝜅-framework represent different models built with dif-
ferent assumptions. Each model treats a different set of coupling modifiers 𝜅𝑖 as inde-
pendent parameters, determines their values, and thus probes different manifestations
of new physics. The assumptions for each model are stated together with the measured
result. Most models have some assumption on the total decay width of the Higgs bo-
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son. The last model presented in Section 6.4.5 measures ratios of 𝜅 modifiers, which are
independent of the total decay width. All models assume the Lorentz structure of the
Higgs boson to be SM-like, resulting in the same kinematic distributions as expected
by the SM. This limitation of the 𝜅-framework means that the framework can only scale
the kinematic distribution but is not sensitive to more generic changes in the shape of
the distribution. A summary of various models of new physics and their effect on the
𝜅 modifiers can be found in Reference [176].

6.1. Effective and resolved couplings

Loop-induced processes can be treated in two different ways in the 𝜅-framework: as
an effective coupling or as a resolved coupling. For example, in the Higgs boson pro-
duction mode 𝑔𝑔 → 𝐻, the gluon does not couple directly to Higgs boson as gluons
are massless. In the SM, the production is facilitated at leading-order via a fermion
loop. Depending on the model under consideration, one can assign an effective cou-
pling modifier 𝜅𝑔 that scales the effective gluon-to-Higgs-boson vertex factor. With
this kind of setup, the 𝜅 parameters are sensitive to particles not described in the SM
if they contribute to a loop diagram. The particles in the loop can appear as virtual
particles whose rest mass could be too large to be produced directly in an interaction
at the LHC.

On the other hand, assuming only SM particles in loop-induced processes, one can
parametrize the effective coupling between gluons and the Higgs boson in terms of the
fundamental coupling modifiers used in a model. For example, for the 𝑔𝑔F Higgs bo-
son production mode, the relevant contributions stem from the top and bottom quarks
as well as the interference between different quark flavors. If an effective coupling is
expressed in terms of their direct coupling modifiers, the coupling is said to be resolved.
The resolved and effective coupling modifiers for 𝐻 → 𝛾𝛾, 𝑍𝛾 decays and 𝑔𝑔 → 𝐻 pro-
duction are illustrated in Figure 6.1.

The methodology to derive the functional form of the resolved coupling is presented
in References [28, 177]. Table 6.1 summarizes the relation between effective and re-
solved coupling modifiers for loop-induced processes. The table includes an expres-
sion for the total Higgs decay width in terms of its fundamental couplings. The ex-
pression is used to achieve consistent results by scaling the total Higgs decay under
the assumption of no invisible or undetected decays 𝐵inv = 𝐵undet = 0.

The terminology for some processes refers to more than one diagram with a different
coupling structure. For example, the VBF production mode has contributions from
𝑍 boson and 𝑊 boson fusion. These processes are expressed by their fundamental
couplings. The relations are listed in Table 6.2.

6.2. Input channels

The interpretation in the 𝜅-framework requires sensitivity to multiple production and
decay modes. Most of the analyses used in this combination target one specific Higgs
boson decay channel and multiple production modes. All input channels use a con-
sistent set of MC generators, detector simulation, and event reconstruction algorithms.
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Figure 6.1.: Higgs boson decay and production Feynman diagrams with resolved and
effective coupling modifiers 𝜅𝛾 (a), 𝜅𝑍𝛾 (b), and 𝜅𝑔 (c).
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Table 6.1.: Summary of effective and resolved coupling modifiers for loop-induced
production (𝜎𝑖) or decay (Γ𝑓 ) processes [8, 28, 177]. The process 𝑔𝑔 → 𝑍𝐻
is never treated as an effective coupling. The expression for the total Higgs
decay width Γ𝐻 does not consider the effects from invisible and undetected
decays.

Process Effective
modifier Resolved modifier

𝜎𝑔𝑔F 𝜅2
𝑔 1.040 𝜅2

𝑡 + 0.002 𝜅2
𝑏 − 0.038 𝜅𝑡𝜅𝑏 − 0.005 𝜅𝑡𝜅𝑐

𝜎𝑔𝑔→𝑍𝐻 — 2.456 𝜅2
𝑍 + 0.456 𝜅2

𝑡 − 1.903 𝜅𝑍𝜅𝑡 − 0.011 𝜅𝑍𝜅𝑏 + 0.003 𝜅𝑡𝜅𝑏

Γ𝑔𝑔 𝜅2
𝑔 1.111 𝜅2

𝑡 + 0.012 𝜅2
𝑏 − 0.123 𝜅𝑡𝜅𝑏

Γ𝛾𝛾 𝜅2
𝛾 1.589 𝜅2

𝑊 + 0.072 𝜅2
𝑡

−0.674 𝜅𝑊𝜅𝑡 + 0.009 𝜅𝑊𝜅𝜏 + 0.008 𝜅𝑊𝜅𝑏
−0.002 𝜅𝑡𝜅𝑏 − 0.002 𝜅𝑡𝜅𝜏

Γ𝑍𝛾 𝜅2
𝑍𝛾 1.118 𝜅2

𝑊 − 0.125 𝜅𝑊𝜅𝑡 + 0.004 𝜅2
𝑡 + 0.003 𝜅𝑊𝜅𝑏

Γ𝐻 𝜅2
𝐻 0.581 𝜅2

𝑏 + 0.215 𝜅2
𝑊 + 0.082 𝜅2

𝑔
+0.063 𝜅2

𝜏 + 0.026 𝜅2
𝑍 + 0.029𝜅2

𝑐
+0.0023 𝜅2

𝛾 + 0.0015 𝜅2
𝑍𝛾 + 0.0004𝜅2

𝑠
+0.00022 𝜅2

𝜇

Table 6.2.: Summary of coupling modifiers for composite processes that correspond to
more than one fundamental process. [8, 28, 177].

Process Coupling modifier
𝜎VBF 0.733 𝜅2

𝑊 + 0.267 𝜅2
𝑍

𝜎𝑡𝐻𝑊 2.909 𝜅2
𝑡 + 2.310 𝜅2

𝑊 − 4.220 𝜅𝑡𝜅𝑊

𝜎𝑡𝐻𝑞 2.633 𝜅2
𝑡 + 3.578 𝜅2

𝑊 − 5.211 𝜅𝑡𝜅𝑊
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Table 6.3.: Summary of the input channels and analyses used in the combination.
Production Decay 𝐿int/fb Reference
𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻, 𝑡𝐻 𝐻 → 𝛾𝛾 139 [179]
𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻 𝐻 → 𝑍𝑍∗ → 4ℓ 139 [180]
𝑔𝑔F, VBF 𝐻 → 𝑊𝑊∗ 139 [154]
𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻 𝐻 → 𝜏𝜏 139 [84]
𝑉𝐻 𝐻 → 𝑏𝑏 139 [181–183]
𝑡 ̄𝑡𝐻 𝐻 → 𝑏𝑏 139 [184]
VBF 𝐻 → 𝑏𝑏 126 [185]
𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻 𝐻 → 𝜇𝜇 139 [186]
𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻 𝐻 → 𝑍𝛾 139 [187]
VBF 𝐻 → inv 139 [188]
𝑡 ̄𝑡𝐻 𝐻 → 𝑍𝑍∗, 𝑊𝑊∗, 𝜏𝜏 36.1 [86]

The combination presented in this chapter is an improvement over the previous Higgs
boson combination [178] within the ATLAS Collaboration. The improvement is mainly
driven by improved and updated input measurements used in the combination. The
input measurements and their changes with respect to the previous interpretation in
the 𝜅-framework are listed in the following. All input analyses are summarized in
Table 6.3.

The combination includes the measurement of the Higgs boson decay to photons
𝐻 → 𝛾𝛾 [179]. The analysis provides particle-level measurements in phase spaces
defined by the STXS framework for the 𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻, and 𝑡𝐻 production modes
using the full Run 2 dataset corresponding to an integrated luminosity of 139 fb−1.

The interpretation in the 𝜅-framework profits from the inclusion of the measurement
of 𝐻 → 𝑍𝑍∗ → 4ℓ [180]. Cross section measurements are provided in STXS bins for the
𝑔𝑔F, VBF, 𝑉𝐻, 𝑡 ̄𝑡𝐻 production mode. This analysis comprises the full Run 2 dataset
with an integrated luminosity of 139 fb−1.

Cross section measurements at particle-level for 𝐻 → 𝑊𝑊∗ in phase space regions
as defined by the STXS framework are included in the combination. The analysis [154]
provides measurements for the 𝑔𝑔F and VBF production modes using the full Run 2
dataset. Compared to the previous 𝜅 measurement, this analysis was updated to use
the full dataset corresponding to an integrated luminosity of 139 fb−1. Additionally, a
new analysis category for the 𝑔𝑔F production mode with two or more reconstructed
jets was added.

The analysis presented in Chapter 5 measuring the decay of a Higgs boson to a pair of
tau leptons in the 𝑔𝑔F, VBF, 𝑉𝐻, and 𝑡 ̄𝑡𝐻 production modes on the full Run 2 dataset [84]
is used in the combination. The measurements for 𝑉𝐻 are restricted to fully hadronic
decays of the vector boson. The measurements for 𝑡 ̄𝑡𝐻 are restricted to fully hadronic
decays of tau leptons and fully hadronic 𝑡 ̄𝑡 decays. Both production modes, 𝑉𝐻 and
𝑡 ̄𝑡𝐻, are included for the first time. Compared to the previous round, the granularity of
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6. Combination of multiple Higgs boson channels

the STXS splitting is improved for the 𝑔𝑔F production mode. Furthermore, the signal
sensitivity is increased for all production modes, particularly in the VBF production
mode.

The measurements for the decay of a Higgs boson to a pair of 𝑏 quarks are performed
in separate analyses depending on the production mode. Particle-level cross sections,
as defined by the STXS framework, are measured for the 𝑉𝐻 production mode [181–
183] and the 𝑡 ̄𝑡𝐻 production mode [184], both on the full Run 2 dataset corresponding
to an integrated luminosity of 139 fb−1. Measurements for the VBF production mode
[185] are included based on a dataset corresponding to an integrated luminosity of
126 fb−1. The integrated luminosity is smaller than for the other analyses because the
required trigger was not available in 2015. Compared to the previous combination,
the measurement for 𝑡 ̄𝑡𝐻 was updated to use the full Run 2 dataset and provide the
measurement as a function of transverse Higgs boson momentum 𝑝𝐻

T . Additionally, a
new measurement for 𝑉𝐻 production with boosted Higgs bosons was added.

As a measurement of a Higgs boson decaying to second-generation particles, the
analysis of 𝐻 → 𝜇𝜇 [186] is included in the combination. The measurement uses the
full Run 2 dataset corresponding to an integrated luminosity of 139 fb−1. The analysis
provides measurements for the 𝑔𝑔F, VBF, 𝑉𝐻, and 𝑡 ̄𝑡𝐻 production modes.

For the first time, the measurement of 𝐻 → 𝑍𝛾 [187] is included in the combina-
tion. This is of particular interest for the loop model presented in Section 6.4.3 using
effective coupling modifiers probing the presence of new heavy particles in loops. The
measurement uses the full Run 2 dataset corresponding to an integrated luminosity of
139 fb−1 and provides measurements for the 𝑔𝑔F, VBF, 𝑉𝐻, and 𝑡 ̄𝑡𝐻 production modes.

A dedicated analysis of Higgs boson decays to invisible particles 𝐻 → inv [188]
is only included in the 𝜅 models that are sensitive to it with 𝐵inv as a free parame-
ter. Specifically, the measurement is included in Section 6.4.3 and Section 6.4.4. The
measurement targets the VBF production mode and uses the full Run 2 dataset corre-
sponding to an integrated luminosity of 139 fb−1.

Lastly, a measurement targeting the 𝑡 ̄𝑡𝐻 multilepton production mode [86] is in-
cluded. The measurement is complementary to the 𝑡 ̄𝑡𝐻 measurement in the 𝐻 → 𝜏𝜏
and 𝐻 → 𝑍𝑍∗ → 4ℓ analyses. The measurement uses a partial Run 2 dataset corre-
sponding to an integrated luminosity of 36.1 fb−1.

6.3. Statistical combination

The statistical analysis of the combination is facilitated by a likelihood fit. The com-
bined likelihood function is the product of the likelihood functions of all input anal-
yses. The likelihood functions in the input analyses are formulated as a function of
expected event yields in exclusive analysis categories 𝑐. The number of expected sig-
nal events per category is expressed as a function of the integrated luminosity 𝐿𝑐

int of
the corresponding analyses, the product of cross section and branching ratio (𝜎 ⋅ 𝐵)𝑖𝑓
for the specific production 𝑖 and decay mode 𝑓 , and the product of acceptance and re-
construction efficiency (𝐴 ⋅ 𝜖)𝑐

𝑖𝑓 in the analysis category. The relation is summarized
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in the master equation [8] for the combination

𝑛𝑐, signal = 𝐿𝑐
int ∑

𝑖
∑

𝑓
(𝜎 ⋅ 𝐵)𝑖𝑓 (𝐴 ⋅ 𝜖)𝑐

𝑖𝑓 , (6.1)

where the sums run over all available production and decay mode combinations listed
in Table 6.3. For the interpretation in the 𝜅-framework, the products (𝜎 ⋅ 𝐵)𝑖𝑓 are fac-
torized and expressed in terms of the SM prediction and the couplings modifiers ac-
cording to Equation (2.25).

The systematic uncertainties in the statistical model for all input analyses are param-
etrized using nuisance parameters as described for the 𝐻 → 𝜏𝜏 analysis in Section 5.7.
Uncertainties that affect all analysis categories in the same way are shared between the
input analyses, correctly representing the correlation between them. For example, the
systematic uncertainty on the electron reconstruction efficiency is correlated across all
analyses since they share the same detector and the same reconstruction algorithm.
The uncertainties on the background models are usually treated as uncorrelated. The
statistical uncertainty from the limited number of MC events is incorporated as defined
in Equation (5.8).

Theory uncertainties on the signal prediction as described in Section 5.6.3 affect the
signal yield via changes to the cross section and branching ratio (𝜎 ⋅ 𝐵)𝑖𝑓 but also via
changes to the acceptance 𝐴𝑐

𝑖𝑓 . The interpretations of the combination in the 𝜅-frame-
work take both contributions into account. The combination considers correlations
between the theoretical uncertainties on the branching ratio [28]. Modifications to the
correlation model from BSM contributions are deemed negligible. The uncertainties
are identically parametrized across the channels and correlated in the fit model.

Limits and uncertainties on parameters of interest are derived from a likelihood ratio
in the asymptotic limit similar to the procedure outlined in Section 5.7. A more detailed
description can be found in References [174, 175].

6.4. Results
This section presents the results of the combination of multiple Higgs boson produc-
tion and decay channels and its interpretation in the 𝜅-framework with global cou-
pling modifiers. Each subsection describes the model, its constraints, and assump-
tions used for the fit, alongside the obtained results. The results were made public in
Reference [8].

6.4.1. Fermion and weak boson couplings
The first model uses only two free parameters, the coupling of the Higgs boson to fer-
mions 𝜅𝐹 ≡ 𝜅𝜏 = 𝜅𝜇 = 𝜅𝑡 = 𝜅𝑏 and to the weak bosons 𝜅𝑉 ≡ 𝜅𝑊 = 𝜅𝑍. As stated
in Section 2.3.2, the coupling to second-generation quarks is scaled with 𝜅𝐹. The effect
of coupling modifier for first-generation fermions is negligible. The total Higgs boson
width is adjusted according to Table 6.1 to account for changes to the coupling modi-
fiers expressed by 𝜅𝐹 and 𝜅𝑉 . The model is useful to probe differences in the couplings
between the gauge bosons that receive their interaction in the spontaneous symme-
try breaking and the fermions for which Yukawa couplings are added in an ad hoc
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Figure 6.2.: Scan of the NLL for the coupling modifiers 𝜅𝐹 and 𝜅𝑉 independently to
determine the best-fit values and their uncertainties.

fashion. Loop-induced couplings are resolved and expressed as defined in Table 6.1.
Invisible and undetected decays are assumed to not exist, i.e., 𝐵inv = 𝐵undet = 0. From
the interference terms in the resolved coupling modifiers, it is only possible to mea-
sure the relative sign between 𝜅𝐹 and 𝜅𝑉 . The hypothesis of a negative sign between
the two coupling modifiers was rejected with high confidence in a previous measure-
ment [82]. Therefore, without loss of generality, only positive values are considered in
this analysis. The measured coupling modifiers and their uncertainties are

𝜅𝑉 = 1.039+0.031
−0.030 and 𝜅𝐹 = 0.93 ± 0.05. (6.2)

Both values are compatible with the SM expectation of unity. Figure 6.2 shows the
negative logarithmic likelihood (NLL) scans used to determine the above results. Fig-
ure 6.3 shows a representation of the fit result in the (𝜅𝑉 , 𝜅𝐹) plane and highlights the
correlation between the uncertainties of the couplings. The correlation reduces the
compatibility with the SM to 𝑝 = 2.8 %. Reference [8] attributes this to the updates in
the 𝐻 → 𝑏 ̄𝑏 and 𝐻 → 𝜏𝜏 measurements. However, the largest discrepancies in decay-
channel-specific cross sections are observed for 𝑡 ̄𝑡𝐻+𝑡𝐻, 𝐻 → 𝑏 ̄𝑏, and VBF, 𝐻 → 𝛾𝛾
with the observations at 0.35+0.34

−0.33 and 1.47+0.27
−0.24 of its expectation, respectively. No

other measurement of cross section times branching ratio deviates from the expecta-
tion by significantly more than one standard deviation. The couplings in the 𝑡 ̄𝑡𝐻+𝑡𝐻,
𝐻 → 𝑏 ̄𝑏 measurement is governed by 𝜅𝐹, so a smaller observed cross section is con-
sistent with a smaller 𝜅𝐹 value. Similarly, according to Table 6.1 and Table 6.2, the
couplings in the VBF, 𝐻 → 𝛾𝛾 measurement is dominated by 𝜅𝑉 . A larger observed
cross section is consistent with a larger 𝜅𝑉 value.
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Figure 6.3.: Visualization of the 95 % and 68 % confidence intervals in the (𝜅𝑉 , 𝜅𝐹) plane
derived from the likelihood fit assuming no contribution from invisible and
undetected decays. The compatibility with the SM is 𝑝 = 2.8 %. The linear
correlation coefficient between the two 𝜅 modifiers is 43 % [8].

6.4.2. Generic parametrization with resolved loops
The generic parametrization in the 𝜅-framework without effective loop couplings in-
troduces the coupling modifiers for 𝜅𝑡, 𝜅𝑏, 𝜅𝜏 , and 𝜅𝜇 for fermions, and 𝜅𝑍 and 𝜅𝑊
for bosons. The coupling to second-generation quarks scale as their third-generation
partners. The contribution from first-generation fermions is negligible and is assumed
to be SM-like. The total Higgs boson width is adjusted according to Table 6.1 to ac-
count for changes to the coupling modifiers. Loop-induced couplings use the resolved
parametrization as listed in Table 6.1. All coupling modifiers are assumed to be posi-
tive. BSM contributions to invisible or undetected decays are assumed to not exist. The
best-fit values and their uncertainties for the coupling parameters are

𝜅𝑡 = 0.92 ± 0.06, (6.3)
𝜅𝑏 = 0.88 ± 0.11,
𝜅𝜏 = 0.92 ± 0.07,
𝜅𝜇 = 1.07+0.25

−0.31,
𝜅𝑍 = 0.99 ± 0.06, and
𝜅𝑊 = 1.03 ± 0.05.

The NLL scan for the coupling modifier 𝜅𝜏 is shown in Figure 6.4. Given the num-
ber of parameters and their uncertainties, the results are in agreement with the SM.
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Figure 6.4.: Scan of the NLL for the coupling modifiers 𝜅𝜏 to determine the best-fit
value and its uncertainties.

The modifiers 𝜅𝜏 , 𝜅𝑡, and 𝜅𝑏 show an observed value smaller than the expectation by
approximately one standard deviation. A similar trend was observed in the (𝜅𝐹, 𝜅𝑉)
model. The observation of smaller values in the generic model supports the arguments
stated in Section 6.4.1. However, given the number of parameters, the compatibility
with the SM is 𝑝 = 19 %.

The previous combination [178] performed a measurement for the same model with
a smaller set of input analyses and on a smaller dataset. The previous interpretation
yielded a value of 𝜅𝜏 = 1.06+0.15

−0.14. The current combination reduces the uncertainty
on 𝜅𝜏 by a factor of approximately 2. This is a clear indication of the gain achieved by
using the updated input analysis for 𝐻 → 𝜏𝜏 presented in Section 5. The size of the
improvement seen here in the combination is similar to the size of the improvement
achieved on the updated cross section measurement with the 𝐻 → 𝜏𝜏 analysis.

The result of the measurement can be visualized by translating the measured cou-
pling modifiers into reduced coupling-strength scale factors 𝑠𝐹 for fermions and 𝑠𝑉 for
vector bosons. For fermions with mass 𝑚𝐹, the scale factor

𝑠𝐹 = 𝜅𝐹
𝑌𝐹
√2

= 𝜅𝐹
𝑚𝐹
𝑣 (6.4)

is related to the Yukawa couplings 𝑌𝐹 defined in Equation (2.18), where 𝑣 is the vacuum
expectation value of approximately 246 GeV. Analogously, for gauge bosons with mass
𝑚𝑉 , the scale factor is defined as

𝑠𝑉 = √𝜅𝑉
𝑔𝑉
2𝑣 = √𝜅𝑉

𝑚𝑉
𝑣 . (6.5)
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where 𝑔𝑉 is the coupling strength to vector bosons, see Equation (2.16) and (2.15).
The two scale factors illustrate the relationship between coupling strength and mass

as imposed by the SM. The Yukawa coupling of fermions to the Higgs boson is in-
troduced ad hoc in the SM while the mass of the bosons is fundamentally built into
the symmetry breaking. The fermionic coupling depends on the mass of particle.
The bosonic coupling depends on the square of the coupling. The scale factors 𝑠𝐹 for
fermions and 𝑠𝑉 for bosons are defined separately such that both are linearly depen-
dent on the particle mass. Figure 6.5 shows the expected and observed linear relation-
ship between coupling-strength scale factors 𝑠𝐹 and 𝑠𝑉 as a function of particle masses
𝑚𝐹 and 𝑚𝑉 . All measurements are in agreement with the SM. The observed linear
relationship demonstrates that the Brout-Englert-Higgs mechanism is responsible for
the masses of vector bosons and the fermions.

6.4.3. Effective loop couplings

The model considered in this section measures possible deviations from the SM in
loop-induced Higgs couplings. This is an interesting measurement since the model is
sensitive to potentially heavy BSM particles contributing as virtual particles to the cou-
pling to the Higgs boson. The model uses effective coupling modifiers for 𝜅𝑔, 𝜅𝛾, and
𝜅𝑍𝛾. The 𝜅 modifiers appear only as squared terms without any interference. Therefore
information about relative or absolute signs between the modifiers cannot be inferred.

New physics is only assumed to occur in the loop diagrams. Therefore, the branch-
ing ratios 𝐵inv and 𝐵undet are set to zero. The only free parameters in the fit are the
coupling modifiers for 𝜅𝑔, 𝜅𝛾, and 𝜅𝑍𝛾. Alternatively, the contributions from BSM pro-
cesses to the total width are measured by adding 𝐵inv and 𝐵undet as free parameters
to the fit. In this case, the effects from 𝐵inv and 𝐵undet on the total Higgs boson decay
width are taken into account according to Equation (2.27).

With the assumption 𝐵inv = 𝐵undet = 0, the measured effective coupling modifiers
are

𝜅𝑔 = 1.00 ± 0.05, (6.6)
𝜅𝛾 = 1.06 ± 0.05, and

𝜅𝑍𝛾 = 1.43+0.31
−0.38.

The measured values are in agreement with the SM. The measured values and their
uncertainties are visualized in Figure 6.6. The null hypothesis that the 𝑍𝛾 coupling is
non-existent could be rejected with 2.2 𝜎 significance (1.1 𝜎 expected).

Adding 𝐵inv and 𝐵undet as free parameters in the model allows accounting for contri-
butions to the total decay width of the Higgs boson. The analysis of VBF, 𝐻 → inv [188],
is added as an input to this model in this case. By construction, the branching ratios
are non-negative. Limits on the branching ratios are expressed in terms of the 95 %
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Figure 6.5.: Visualization of the linear expected and observed relationship between
coupling-strength scale factors 𝑌𝐹 and 𝑌𝑉 as a function of the particle’s
mass. The measurement is performed for third-generation quarks, charged
second and third-generation leptons, and the two heavy vector bosons.
Quark masses are evaulated in the 𝑀𝑆 scheme at the mass of the Higgs
boson 𝑚𝐻 [8]. The same figure is shown in Figure 1.1 as an introduction.
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Figure 6.6.: Visualization of the 95 % and 68 % confidence intervals on 𝜅𝑔, 𝜅𝛾, and 𝜅𝑍𝛾
under the assumption 𝐵inv = 𝐵undet = 0 (left), and with 𝐵inv and 𝐵undet as
free parameters (right) [8].

confidence level (CL). The measured coupling modifiers and branching ratios are

𝜅𝑔 = 0.98 ± 0.06, (6.7)
𝜅𝛾 = 1.06 ± 0.05,

𝜅𝑍𝛾 = 1.43+0.31
−0.37,

𝐵inv < 0.14 at 95 % CL, and
𝐵undet < 0.15 at 95 % CL.

This result is in agreement with the SM and compatible with the measurement sum-
marized in Equation (6.6).

6.4.4. Generic parametrization
The generic model with resolved couplings presented in Section 6.4.2 assumes no con-
tribution from BSM processes as invisible and undetected decays and expresses the
loop processes in terms of resolved couplings. These restrictions can be dropped with
the generic parametrization. In addition to the parameters measured in the generic
model with resolved couplings, this model uses the effective couplings 𝜅𝑔, 𝜅𝛾, and 𝜅𝑍𝛾
for the respective loop-induced processes. Without loss of generality, the coupling
modifier 𝜅𝑍 is assumed to be positive. Through the interference terms in 𝑔𝑔 → 𝐻𝑍,
the measurement is sensitive to the relative sign between 𝜅𝑍 and 𝜅𝑡. Therefore 𝜅𝑡 is
allowed to be negative. All other parameters are assumed to be positive. The coupling
to second-generation quarks scale as their third-generation partners. The contribution
from first-generation fermions is negligible and is assumed to be SM-like.
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Figure 6.7.: Summary of the measured 𝜅 modifiers and branching ratios to invisible
and undetected particles in the generic model with effective coupling mod-
ifiers [8].

The model is first fit to data assuming no BSM contribution to the decay to invisible
and undetected particles, i.e., 𝐵inv = 𝐵undet = 0. Afterward, the model is evaluated
while allowing BSM decays to invisible and undetected particles. For the latter ap-
proach, the VBF, 𝐻 → inv analysis [188] is included to provide constraints on 𝐵inv.
Since none of the input analyses are sensitive to 𝐵undet by definition, additional condi-
tions are required to perform a measurement in this model. If 𝐵undet is used as a free
parameter, the conditions 𝜅𝑊 ≤ 1 and 𝜅𝑍 ≤ 1 are added. Furthermore, 𝐵undet must
be positive. The effects from 𝐵inv and 𝐵undet on the total Higgs boson decay width are
taken into account according to Equation (2.27).

The result for both alternatives regarding 𝐵inv and 𝐵undet are summarized in Fig-
ure 6.7 and Table 6.4. All observed 𝜅 modifiers, 𝐵inv, and 𝐵undet are in agreement with
the SM. The measurement under the assumption of no BSM contributions to the decay
excludes a negative sign for 𝜅𝑡 with a significance of 4.3𝜎 (3.8𝜎 expected).

6.4.5. Ratios of coupling modifiers
Previous models required assumptions to account for BSM contributions to the total
decay width of the Higgs boson via 𝐵inv and 𝐵undet. A more general measurement with
fewer assumptions can be obtained by measuring ratios of coupling modifiers since the
total width cancels in such an expression. All ratios are assumed to be positive in the
fit. The definition of the ratios and their measured values are summarized in Table 6.5.
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Table 6.4.: Summary of measured 𝜅 modifers and braching ratios to invisible and unde-
tected particles in the generic model with effective coupling modifers. The
model is evaluated under the assumption of 𝐵inv = 𝐵undet = 0 and with
𝐵undet ≥ 0, 𝜅𝑊,𝑍 ≤ 1 [8].

Parameter 𝐵inv = 𝐵undet = 0 𝐵undet ≥ 0 and 𝜅𝑊,𝑍 ≤ 1
𝜅𝑍 0.99 ± 0.06 0.96+0.04

−0.05
𝜅𝑊 1.06 ± 0.06 1.00+0.00

−0.03
𝜅𝑡 0.92 ± 0.10 0.90 ± 0.10
𝜅𝑏 0.87 ± 0.11 0.81 ± 0.08
𝜅𝜏 0.92 ± 0.07 0.88 ± 0.06
𝜅𝜇 1.07+0.25

−0.30 1.03+0.23
−0.29

𝜅𝑔 0.92+0.07
−0.06 0.89+0.07

−0.06
𝜅𝛾 1.04 ± 0.06 1.00 ± 0.05
𝜅𝑍𝛾 1.37+0.31

−0.37 1.33+0.29
−0.35

𝐵inv < 0.09 at 95 % CL
𝐵undet < 0.16 at 95 % CL

The coupling to second-generation quarks scale as their third-generation partners. The
contribution from first-generation fermions is negligible and is assumed to be SM-like.

The parameter 𝜅𝑔𝑍 measures the 𝑔𝑔 → 𝐻 → 𝑍𝑍∗ process and serves as the overall
normalization. Except for 𝜆𝜇𝜏 , all other ratios are either normalized to 𝜅𝑍 or 𝜅𝑔. The
ratios are sensitive to a variety of different extensions of the SM.

After spontaneous symmetry breaking, the SM exhibits an approximate global 𝑆𝑈(2)
symmetry referred to as the custodial symmetry of the SM [11, 189–191]. The symme-
try and experimental measurements at LEP and Tevatron [192] impose strict limits on

𝜌 =
𝑚2

𝑊
𝑚2

𝑍 cos 𝜃𝑤
= 1. (6.8)

Radiative correction terms to 𝜌 break the custodial symmetry. The parameter 𝜆𝑊𝑍 is
of particular interest due to its sensitivity to the relative couplings of 𝑊 and 𝑍 bosons,
making 𝜆𝑊𝑍 a direct probe of the custodial symmetry.

Furthermore, in contrast to 𝐻 → 𝑍𝑍∗ decays, the loop processes with 𝜅𝛾 and 𝜅𝑍𝛾 are
sensitive to new electrically charged particles coupling to the Higgs boson. The ratios
𝜆𝛾𝑍 and 𝜆𝑍𝛾𝑍 are therefore sensitive to these contributions without assumptions on
the total Higgs decay width. New colored particles directly affect 𝑔𝑔F loop processes
while keeping the structure of 𝑡 ̄𝑡𝐻 unchanged. The ratio 𝜆𝑡𝑔 is therefore sensitive to
colored BSM particles. Finally, the parameter 𝜆𝜇𝜏 probes differences between second
and third-generation lepton couplings to the Higgs boson.

All observed ratios are in agreement with the SM expectation. The results are sum-
marized in Figure 6.8.
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Table 6.5.: Defintion of ratios of coupling modifers and 𝜅𝑔𝑍 as well as their measured
values [8].

Parameter Definition Measured value
𝜅𝑔𝑍 𝜅𝑔𝜅𝑍/𝜅𝐻 0.98 ± 0.05
𝜆𝑡𝑔 𝜅𝑡/𝜅𝑔 1.00 ± 0.11
𝜆𝑍𝑔 𝜅𝑍/𝜅𝑔 1.07 ± 0.09
𝜆𝑊𝑍 𝜅𝑊/𝜅𝑍 1.07 ± 0.06
𝜆𝑏𝑍 𝜅𝑏/𝜅𝑍 0.89+0.10

−0.09
𝜆𝛾𝑍 𝜅𝛾/𝜅𝑍 1.05 ± 0.06
𝜆𝑍𝛾𝑍 𝜅𝑍𝛾/𝜅𝑍 1.39+0.31

−0.37
𝜆𝜏𝑍 𝜅𝜏/𝜅𝑍 0.93 ± 0.07
𝜆𝜇𝜏 𝜅𝜇/𝜅𝜏 1.16+0.28

−0.33

Figure 6.8.: Summary of the measured ratios of modifiers and 𝜅𝑔𝑍 [8].

124



CHAPTER 7

Conclusion

Whenever a theory appears to you as the only possible one, take this as a sign that you
have neither understood the theory nor the problem which it was intended to solve.

— Karl Popper, Objective Knowledge, 1972

In this thesis, studies of Higgs boson production and decays in tau tau final states have
been studied based on the complete dataset collected by the ATLAS Collaboration at
the Large Hadron Collider (LHC). The results are a significant improvement over pre-
vious measurements in Run 1 and Run 2. Compared to previous studies, detailed
cross section measurements have been achieved for all major Higgs boson production
modes at the LHC in fiducial regions of phase space as defined by the Simplified Tem-
plate Cross Section (STXS) framework. Additionally, the results were combined with
other Higgs boson analyses within the ATLAS Collaboration to interpret the measure-
ment as global coupling parameters in the 𝜅-framework. The obtained limits on the
coupling modifiers are a significant improvement over previous combinations. The
work encompasses as well investigations of the noise behavior of the SCT detector.

The study described in Chapter 4 assessed different thresholds for the detection of
noisy SCT strips. Thermal or electrical noise causes strips to exceed the discrimina-
tion threshold leading to noise hits. Single event upsets can change the discrimination
threshold, potentially causing a strip to become noisy continuously. The effective sup-
pression of noisy strips improves the tracking performance needed for high precision
physics measurements. With increasing radiation damage to the SCT modules and
higher particle multiplicities in Run 2 and Run 3, the detection of noisy strips may
require adjustments.

The first optimization studied the impact of different noisy strip identification thresh-
olds. A higher threshold implies that fewer strips are marked as being noisy, fewer
artificial holes are introduced, but more noise hits need to be considered during track
fitting. The study showed that the performance deteriorates with lower thresholds. A
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small improvement was observed for higher thresholds. However, other effects have
a larger impact on the figures of merit.

Marking strips as being noisy introduces artificial holes if a masked strip is hit by
a charged particle leading to a track in the SCT. To prevent the degradation of track-
ing performance, an alternative treatment of noisy strips was considered. Instead of
removing the hit information from noisy strips, the strips are marked as dead detector
components, such that the track fit is not penalized by missing hits. The reevaluation
of measured data with this alternative procedure showed no improvement over the
baseline treatment.

The study did not find parameter settings that significantly improve both tracking
figures of merit over the baseline approach used since Run 1. As a result, the settings
were not changed for the remainder of Run 2. The number of pile-up interactions and
the amount of radiation damage to the SCT are expected to increase for Run 3. The cur-
rent configuration might lead to a large number of strips marked as noisy, significantly
impacting the tracking performance. The study described in Chapter 4 shows that in-
creasing the noise threshold does not negatively impact the tracking performance, thus
suggesting a higher threshold as a viable option for Run 3.

The measurement of the Higgs boson production cross section times branching ra-
tio in the 𝐻 → 𝜏𝜏 channel described in Chapter 5 is a significant improvement over
the Run 1 analysis [80] and the first Run 2 analysis [83] performed by the ATLAS Col-
laboration. The more precise cross section measurement is driven by a combination
of a larger dataset, smaller statistical uncertainties in the background prediction, more
refined analysis techniques, and more advanced object reconstruction techniques with
smaller systematic uncertainties.

Tau leptons can decay fully leptonically 𝜏 → ℓ ̄𝜈ℓ𝜈𝜏 with ℓ = 𝑒, 𝜇 or hadronically
𝜏 → hadrons 𝜈𝜏 . The analysis is split into three analysis channels depending on the
number of leptonically decaying tau leptons: 𝜏𝑒𝜏𝜇, 𝜏lep𝜏had, and 𝜏had𝜏had. The anal-
ysis is harmonized between the channels while accounting for different background
compositions in each channel. The event selection defines signal region categories that
target the measurement in various Higgs boson production modes: 𝑔𝑔F, VBF, 𝑉𝐻, and
𝑡 ̄𝑡𝐻. The 𝑡 ̄𝑡𝐻 categories exist only in the 𝜏had𝜏had channel.

The dominant background in the analysis is 𝑍 → 𝜏𝜏. The dependency on MC gen-
erators for the total normalization of 𝑍 → 𝜏𝜏 is avoided with the kinematic rescaling
technique. Events from 𝑍 → ℓℓ which can be selected with high purity in control re-
gions are used to estimate the normalization of 𝑍 → 𝜏𝜏 in the signal region categories.
The mismatch between ℓ and 𝜏vis (the visible decay production of a tau) kinematics is
compensated by rescaling the momentum 𝑝ℓ of the light lepton ℓ.

Another important background constitutes jet production via QCD processes, where
jets are misidentified as tau leptons or electrons. For all analysis channels, a dedicated
data-driven method is implemented to estimate the kinematic distributions of events
with misidentified objects.

The signal sensitivity is improved by using machine-learning techniques such as
BDTs or NNs. The analysis published in Reference [84] uses BDTs in the VBF, 𝑉𝐻, and
𝑡 ̄𝑡𝐻 categories to define a signal and a background enriched subcategory. Section 5.5.2
describes the training and optimization of a multiclass NN in the VBF categories to
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define three subcategories that are enriched in VBF signal, 𝑔𝑔F signal, and 𝑍 → 𝜏𝜏. The
motivation for the multiclass classification is that 𝑔𝑔F signal events with a VBF topology
are subject to large systematic uncertainties. Likewise, the contamination from the
𝑍 → 𝜏𝜏 background reduces the measurement sensitivity. Therefore, separating VBF
from 𝑔𝑔F and 𝑍 → 𝜏𝜏 reduces the impact of their respective systematic uncertainties
and thus improves the precision of the measurement. The NN approach achieved an
8 % reduction of uncertainties compared to the BDT approach on an Asimov dataset
considering all relevant systematic uncertainties.

The complexity of the analysis is reflected by the complexity of the fit model. Es-
pecially with the new kinematic rescaling approach, it is necessary to validate the fit
model and its assumptions on the correlation between nuisance parameters and uncer-
tainties in partially unblinded fits. The so-called random-𝜇 fit procedure is described
in Section 5.8.2 and revealed insight that could not be obtained from a fit on an Asimov
dataset.

The random-𝜇 fit in combination with the kinematic rescaling showed that the tau
reconstruction efficiency deviates from the initial assumption derived on MC by ap-
proximately 5 %. This observation led to changes to the fit model to prevent the com-
pensation of this effect by other systematic uncertainties, potentially biasing the out-
put.

The product of total cross section and 𝐻 → 𝜏𝜏 branching ratio within |𝑦𝐻 | < 2.5
was extracted from a likelihood fit of the background and signal model to data and is
measured to be

𝜎𝐻→𝜏𝜏 = 2.94 ± 0.21(stat) +0.37
−0.32(syst) pb (7.1)

which is 0.93+0.13
−0.12 of its SM expectation. Additionally, the product of cross section

and branching ratio was measured for each of the four main production modes and
in nine bins defined by the Simplified Template Cross Section STXS framework. All
measurements are in agreement with the SM expectation.

As described in Chapter 6, the results from the 𝐻 → 𝜏𝜏 measurements were com-
bined with similar measurements from other Higgs boson production modes and de-
cay channels. The combined model was interpreted in the 𝜅-framework. In this frame-
work, the coupling parameters of each process are scaled by coupling modifiers to have
a consistent parametrization of deviations from the SM with a straightforward inter-
pretation. Various models for resolved and effective coupling modifiers were fit to the
data. Contributions from BSM decays to undetected or invisible processes are either
assumed not to exist or taken into account. Additionally, ratios of coupling modifiers
are measured, which are independent of assumptions on the total Higgs boson decay
width.

The interpretation in the generic model with resolved loops provides a test of the
SM and its predicted relation between Higgs boson couplings and particle mass. The
expected proportionality between coupling strength and particle mass could be veri-
fied experimentally, supporting the Brout-Englert-Higgs mechanism and electroweak
symmetry breaking. The measurement of the coupling modifier 𝜅𝜏 that scales the in-
teraction vertex of the Higgs boson and 𝜏 leptons yielded

𝜅𝜏 = 0.92 ± 0.07 (7.2)
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7. Conclusion

which is, at the time of writing, the most precise measurement of this parameter.

Run 3 is planned to start in 2022. The evaluation of the tracking performance will
show if increasing the noisy strip threshold is required in order to ensure the proper
operation of the SCT and a high tracking performance of the combined ID. With the
expected larger dataset of Run 3, the even larger Run 2 and Run 3 combined dataset,
more precise detector calibrations, and predictions with smaller theoretical uncertain-
ties, it is expected to measure the Higs boson production cross section in the 𝐻 → 𝜏𝜏
channel even more precisely, in more granular bins of the STXS framework, or differen-
tially in kinematic variables. Similar improvements for other Higgs boson analyses are
expected to reduce the uncertainties on a combined measurement in the 𝜅-framework,
in an STXS combination, and in interpretations in terms of effective field theories. Re-
ducing the uncertainties narrows down the space where new physics could hide.

To paraphrase David Griffiths [7], now is the time to study the effects in the Higgs
sector empirically. Overall, all measurements are in agreement with the SM. No signif-
icant deviations from the SM prediction are observed supporting the current version of
the SM with the Brout-Englert-Higgs mechanism and Yukawa couplings for fermions.
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A. Appendix: Noise optimization
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Figure A.1.: Number of reconstructed tight tracks (left) and residual in the barrel re-
gion (right) for run 338834 (top) and run 351698 (bottom) for different noise
thresholds as a function of number of pile-up interactions. The shaded
bands indicate the statistical uncertainty.
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B. Appendix: Cross section measurement

Table B.1.: Number of expected events with misidentifed objects for each channel and
category. The last column states the fraction of fake events over the total
number of expected events.

Channel Category Fake events Fraction of total / %
𝜏𝑒𝜏𝜇 VBF_0 184 13.5

VBF_1 14 13.9
VH_0 453 13.2
VH_1 83 26.6
boost_0_1J 263 8.7
boost_0_ge2J 194 9.4
boost_1_1J 291 6.4
boost_1_ge2J 447 9.3
boost_2 187 7.6
boost_3 85 9.7

𝜏lep𝜏had VBF_0 559 15.5
VBF_1 27 10.3
VH_0 1496 16.3
VH_1 90 12.3
boost_0_1J 1017 14.8
boost_0_ge2J 756 16.5
boost_1_1J 1185 9.3
boost_1_ge2J 1286 10.7
boost_2 470 5.6
boost_3 121 4.2

𝜏had𝜏had VBF_0 961 27.4
VBF_1 38 17.1
VH_0 1529 21.7
VH_1 103 13.8
boost_0_1J 3208 35.0
boost_0_ge2J 1625 35.4
boost_1_1J 2135 14.4
boost_1_ge2J 1888 14.4
boost_2 264 3.1
boost_3 70 5.4
tth_0 179 24.2
tth_1 6 11.3
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B. Appendix: Cross section measurement
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Figure B.1.: Selected input variables of the neural network in the VBF inclusive signal
region for the 𝜏𝑒𝜏𝜇 channel (a)–(e), and the invariant mass of the two jet
system 𝑚𝑗𝑗 (f). The hatched band and the error bars indicate statistical un-
certainties of the background expectation and measured data, respectively.
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Figure B.2.: Selected input variables of the neural network in the VBF inclusive signal
region for the 𝜏lep𝜏had channel (a)–(e), and the invariant mass of the two
jet system 𝑚𝑗𝑗 (f). The hatched band and the error bars indicate statistical
uncertainties of the background expectation and measured data, respec-
tively.
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Figure B.3.: Selected input variables of the neural network in the VBF inclusive signal
region for the 𝜏had𝜏had channel (a)–(e), and the invariant mass of the two
jet system 𝑚𝑗𝑗 (f). The hatched band and the error bars indicate statistical
uncertainties of the background expectation and measured data, respec-
tively.
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B.3. Neural network training
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Figure B.4.: The loss function on the training and validation set as a function of the
training epochs. The uncertainty band represents the spread between the
𝑘 = 4 cross validation folds.
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Figure B.5.: Area under the ROC curve obtained from networks trained with the same
hyperparameter configuration but artificially reduced training set sizes.
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Figure B.6.: Exclusive VBF signal region categories as defined by the NN output for
the 𝜏𝑒𝜏𝜇 channel. By definition, the categories are designed to increase
the fraction of events from VBF (a), 𝑔𝑔F (b), and 𝑍 → 𝜏𝜏 processes (c).
The hatched band and the error bars indicate statistical uncertainties of
the background expectation and measured data, respectively.
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Figure B.7.: Exclusive VBF signal region categories as defined by the NN output for
the 𝜏lep𝜏had channel. By definition, the categories are designed to increase
the fraction of events from VBF (a), 𝑔𝑔F (b), and 𝑍 → 𝜏𝜏 processes (c).
The hatched band and the error bars indicate statistical uncertainties of
the background expectation and measured data, respectively.

140



B.3. Neural network training

0

10

20

30

40

50

60

Ev
en

ts
 / 

5 
G

eV √  = 13TeV,139 fb−1

VBF,    channel
NN VBF

Data
Uncertainty
Other signal
VBF

→ 
Other Bkg.
Fakes

25 50 75 100 125 150 175 200
  / GeV

0.75
1.00
1.25

D
at

a 
/ S

M

(a)

0

100

200

300

400

Ev
en

ts
 / 

5 
G

eV √  = 13TeV,139 fb−1

VBF,    channel
NN ggF

Data
Uncertainty
Other signal
VBF

→ 
Other Bkg.
Fakes

25 50 75 100 125 150 175 200
  / GeV

0.75
1.00
1.25

D
at

a 
/ S

M

(b)

0

50

100

150

200

250

300

Ev
en

ts
 / 

5 
G

eV √  = 13TeV,139 fb−1

VBF,    channel
NN → 

Data
Uncertainty
Other signal
VBF

→ 
Other Bkg.
Fakes

25 50 75 100 125 150 175 200
  / GeV

0.75
1.00
1.25

D
at

a 
/ S

M

(c)

Figure B.8.: Exclusive VBF signal region categories as defined by the NN output for the
𝜏had𝜏had channel. By definition, the categories are designed to increase
the fraction of events from VBF (a), 𝑔𝑔F (b), and 𝑍 → 𝜏𝜏 processes (c).
The hatched band and the error bars indicate statistical uncertainties of
the background expectation and measured data, respectively.
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Figure B.9.: Mass 𝑚MMC
𝜏𝜏 distributions in selected signal regions of the 𝜏𝑒𝜏𝜇 channel

with the all nuisance parameters set to the value that maximizes the like-
lihood function [84]. The hatched band and the error bars indicate total
uncertaintainty of the background expectation and statistical unceratinty
measured data, respectively.
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Figure B.10.: Mass 𝑚MMC
𝜏𝜏 distributions in selected signal regions of the 𝜏lep𝜏had chan-

nel with the all nuisance parameters set to the value that maximizes the
likelihood function [84]. The hatched band and the error bars indicate
total uncertaintainty of the background expectation and statistical uncer-
atinty measured data, respectively.

143



B. Appendix: Cross section measurement

0

20

40

60

80

100

Ev
en

ts
 / 

10
 G

eV ATLAS
√  = 13TeV,139 fb−1

→  
VBF_1 SR

Data
Uncertainty

→  (0.93 × SM)
→ 

Other backgrounds
Misidentified 

80 100 120 140 160 180 200
  [GeV]

−25
0

25

D
at

a 
− 

Bk
g

(a)

0

50

100

150

200

250

300

Ev
en

ts
 / 

10
 G

eV ATLAS
√  = 13TeV,139 fb−1

→  
VH_1 SR

Data
Uncertainty

→  (0.93 × SM)
→ 

Other backgrounds
Misidentified 

75 100 125 150 175 200
  [GeV]

−25
0

25
D

at
a 

− 
Bk

g

(b)

0

500

1000

1500

2000

2500

3000

Ev
en

ts
 / 

10
 G

eV ATLAS
√  = 13TeV,139 fb−1

→  
boost_0_1J SR

Data
Uncertainty

→  (0.93 × SM)
→ 

Other backgrounds
Misidentified 

50 75 100 125 150 175 200
  [GeV]

−50
0

50

D
at

a 
− 

Bk
g

(c)

0

2

4

6

8

10

12

14

16

Ev
en

ts
 / 

10
 G

eV ATLAS
√  = 13TeV,139 fb−1

→  
ttH_1 SR

Data
Uncertainty

→  (0.93 × SM)
→ 

Top
Other backgrounds
Misidentified 

100 120 140 160 180 200
  [GeV]

−10

0

10

D
at

a 
− 

Bk
g

(d)

Figure B.11.: Mass 𝑚MMC
𝜏𝜏 distributions in selected signal regions of the 𝜏had𝜏had chan-

nel with the all nuisance parameters set to the value that maximizes the
likelihood function [84]. The hatched band and the error bars indicate
total uncertaintainty of the background expectation and statistical uncer-
atinty measured data, respectively.
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B.4. Fit results

Table B.2.: Observed and from an Asimov fit expected impact of different sources of
uncertainty [84]. The impact is measured as the relative change in cross
section Δ𝜎/𝜎 in percent (%).

Uncertainty Observed impact Expected impact
Signal theory uncertainty 8.7 8.5
Jet and 𝐸miss

T 4.5 4.2
MC statistical uncertainty 4.0 3.7
Hadronic taus 2.1 2.1
Misidentificaiton estimation 2.0 2.0
Luminosity 1.8 1.8
Theory uncertainty in 𝑍+jets processes 1.7 1.2
Theory uncertainty in top processes 1.1 1.1
Flavor tagging 0.4 0.5
Light leptons 0.4 0.4

Total systematic uncertainty 12.0 11.4
Data statisical uncertainty 7.2 6.7

Total 13.9 13.2
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